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INTRODUCTION

Software-defined networking has become a syn-
onym for networking innovation, embodying a
large spectrum of new opportunities and chal-
lenges, especially from an operational and con-
trol perspective. Among many of the
software-defined networking efforts, the IETF
Path Computation Element (PCE) [1] stands out
as an imminent solution for a variety of tech-

nologies where deterministic path computation
and traffic engineering is required, including
core packet networks, mobile backhaul net-
works, optical networks, etc. PCE development
is an integral part of the work of various stan-
dards bodies, not only in IETF but also ETSI
and ITU-T, and thus has global scope and
widespread acceptance. In regard to PCE design,
deployment and evolution, research and indus-
trial communities are today in the process of
transitioning PCE from a software-defined con-
cept to an interoperable networking standard.
This is particularly the case in the recent IETF
initiative on Application-based Network Opera-
tions (ABNO) [2], and work in the European
Telecommunications Standards Institute (ETSI)
on Network Functions Virtualisation (NFV) [3].
In addition to investigating ways to integrate
PCE into advanced optical and carrier-grade
Ethernet networks, network operators do not
shy away for suggesting PCE based architectures
for sensor networks as well as for  the Internet
of Things (IoT) frameworks. 

As the PCE framework is maturing as an
industry standard, practical and inter-operable
PCE solutions are coming of age in combined
packet and circuit-switched networks, i.e., a
packet-switched IP/MPLS network and a circuit-
switched high-bandwidth Wavelength Switched
Optical Network (WSON). The coordination of
these two networks via PCE is of particular
interest due to a profoundly complementary they
typically play in network service provision. The
IP/MPLS infrastructure is used to support best-
effort Internet traffic as well as various guaran-
teed services, such as Virtual Private Networks
(VPNs) and leased lines. The WSON network,
on the other hand, is used primarily to provide
interconnectivity between different IP/MPLS
routers, and only some specialized services with
high bandwidth requirements are provisioned
directly on WSON infrastructure. Combined
however, these two networks can allow for smart
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network planning features in presence of dynam-
ic traffic, as well as an efficient usage of the
entire network infrastructure with high degree of
reliability and availability of network services. To
this end, the IETF Path Computation Element
(PCE) architecture has been proposed to include
mechanisms where multiple PCEs can communi-
cate via the Path Computation Element Protocol
(PCEP) [4] to enable complex path computa-
tions in multi-layer networks [5].  

However, significant development, and test-
ing, is ahead of us for the current concepts for
multi-layer PCE solutions top advance from the-
ory to practice. It is therefore no surprise that
most telecom operators continue to use a rather
manual procedure to provision multi-layer con-
nections. This is illustrated in Fig. 1. To setup a
VPN service, the Internet operator first attempts
to create the service in the IP/MPLS network
(1). If sufficient capacity is not available, the
operators of the IP/MPLS and WSON networks
communicate with each other (typically over
emails, or live conversations) to determine the
optimal placement for circuits in the WSON net-
work as well as the configuration information
required to create a corresponding link in the
IP/MPLS network (2). Once this is finalized, the
WSON operator provisions the optical circuit
(3), after which the IP/MPLS operator performs
configurations to setup the requested service (4).
The rationale behind the “usefulness” of a man-
ual workflow can be attributed to a few key fac-
tors. First, most vendors, especially in the optical
network, employ either proprietary protocols or
customized extensions to standardized protocols
to exchange device specific parameters, which
makes multi-vendor interoperability impossible.
On the other hand, operators typically shy away
from any vendor dependences, and prefer multi-
vendor solutions, especially in the case of multi-
layer networks. The latter is rather important to
note, since “packet” and “transport” depart-
ments are traditionally structured as indepen-
dent organizational entities inside a telecom
operator. In other words, due to the significant
differences in operations, combined with tech-
nology differences in the IP and the optical lay-
ers, automated provisioning of multi-layer
connections faces challenges which are struc-
tural, strategic and technological in nature, all at
the same time. 

In this article, our goal is to understand
whether the current PCE standards can aid or
partially replace the manual workflow proce-
dures in multi-layer networks, while respecting
the network operator’s desire to put a premium
on multi-vendor interoperability, administrative
separation of the networks, and standards-based
solutions.1 To this end, we implement a multi-
layer PCE testbed capable of path computation
and provisioning in a network equipped with off-
the-shelf IP routers and optical switches.  In
addition to standardized PCE solutions, the pro-
posed testbed uniquely implements two key
management entities, namely the IP Network
Control and Management system (NCM), as
well as the Virtual Network Topology Manager

(VNTM). Our experiments show that a number
of practical requirements have not yet been
completely addressed by the standards, as well as
a number of open research issues exist critical to
the future deployment in commercial networks.
These issues include mechanisms for topology
discovery, TE information exchange, standard-
ized VNTM interfaces as well as timescales for
path computation and provisioning.  The experi-
ments show considerable relevance of these
issues for upcoming software-defined networking
concepts supported through inter-operable PCE-
based architectures.

The rest of the article is organized as follows.
We present the motivation and rationale.  The
testbed design, implementation and measure-
ments are described. We discuss open issues and
upcoming standards, while we conclude the arti-
cle.

MOTIVATION AND RATIONALE
The PCE architecture consists of two distinct
components, namely the Path Computation Ele-
ment (PCE) and Path Computation Client
(PCC). The PCC may be a network device or
application that needs to know how to route
traffic or manage resources, or it may be a user
application with a graphical user interface (GUI)
or command line interface (CLI) to request a
path from source to destination with desired
QoS metrics from the PCE server. A PCE server
implements the capability to process path com-
putation requests, and includes a Traffic Engi-
neering Database (TED), containing a network
topology information. The specific configuration
for path computation in combined IP-optical
networks therefore depends on the scope of
information available to individual PCE subsys-
tems in every layer as well as the level of cooper-
ation between them [5]. The configurations can
generally range from a fully integrated PCEs
solution to a coordinated, but separate PCE in
every layer. 

An integrated multi-layer PCE solution, as the1 This article is an extension of the workshop paper [6].

Figure 1. A typical workflow for multi-layer service provision today.
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name suggests, has the complete multi-layer
topology information (a common TED) and uses
this information to compute paths optimally.
Despite its obvious advantages, the use of an
integrated control plane is unlikely to happen in
the near future. First, an integrated PCE does
not conform with the typical organizational and
technological separation between the Internet
and optical networks. More importantly, howev-
er, due to the vendor-specific mechanisms within
different technologies, and without standards,
gathering critical parameters becomes a chal-
lenge, such as topology information or relevant
TE parameters required for multi-layer path
computation. This is especially critical in optical
networks, where due to the analog nature of
optical transmission, the relevant TE parameters
need to be directly controlled on the actual opti-
cal device and are typically exchanged using ven-
dor-specific extensions to control plane
protocols.

In this context, a coordinated approach seems
better suited, where each network layer is treat-
ed as a separate control domain, and to facilitate
coordination, the client (IP/MPLS) network
requests resources from the server (WSON) net-
work. In its simplest form, a configuration like
that assumes no direct communication between
the PCEs. Instead, the MPLS-PCE identifies a
pair of entry points (ingress and egress routers)
between the Internet and the optical network
and computes the path assuming that an optical
circuit can be always be established between
them. As there may be multiple possible candi-
dates for entry points for a specific service
request, and given that there is no intelligent
coordination between the IP/MPLS and WSON
PCEs, the computed path is likely to be sub-
optimal. We therefore propose to implement a
slightly richer coordination mechanism, using
what we refer to as inter-PCE communication,
where the IP/MPLS and WSON PCEs exchange
information about candidate entry points, path
constraints, etc., to compute potentially optimal
paths. Though past research has pointed to the
potential issues of this configuration, such as
additional computation overhead and signaling
delays [7], we believe that they are not signifi-
cant in most settings and that this mechanism is
best suited for commercial applications in the
near future. Two key features contribute to its
suitability:
• The descriptions of multi-layer paths within

the standardized PCE protocol via Explicit
Route Object (ERO)

• The use of the VNTM controller
An overview of the configuration used in this
work is presented in Fig. 2a. Here, the IP/MPLS
and the WSON network each have their own
PCE. In this architecture, the VNTM was pro-
posed as an architectural concept to re-optimize
the topology of the IP/MPLS network by trigger-
ing signaling for setup/decommissioning of IP
links established using the WSON network [5,
8]. For instance, the VNTM can either suggest
the provisioning of the IP links, or can support
the establishment of optical circuits in response
to specific service requests [9]. The information
required for performing these operations is quite
similar to what is available in the PCE, and in

general, the functions of the VNTM and the
PCE could be consolidated into a single con-
troller module. However, the PCE standards do
not specifically include any functions of provi-
sioning, and cannot be used to actually trigger a
traffic re-routing in the network, which would
then be the role of VNTM [5]. This design
choice is ensures that the PCE can be used irre-
spective of the actual provisioning mechanism in
place be it via control plane, network manage-
ment systems, or manual configuration.

The NCM is used to orchestrate interactions
between the different components within the
setup. In a real deployment, the NCM can be a
module within the operator’s Network Manage-
ment System (NMS) or can even be deployed
directly on a router. Upon arrival of a new con-
nection request, the NCM requests a path for
the same from the MPLS-PCE (1). In case a
path cannot be computed in the IP/MPLS net-
work, the MPLS-PCE identifies a set of candi-
date entry points and requests the computation
of optical circuits between them from the
WSON-PCE (1a). The WSON-PCE computes
the necessary paths and returns the information
to the MPLS-PCE, which constructs the multi-
layer ERO and returns the computed path to
the NCM (1b). In case the computed path con-
tains multi-layer path segments, the NCM sends
a request to the VNTM Uto setup the necessary
optical circuit segments (2). The VNTM can use
one of many different options available for pro-
visioning optical circuits, and once the setup of
the necessary optical circuits is complete, the
NCM can initiate signaling to setup MPLS paths
in the IP/MPLS network. It should be noted the
standard interfaces/protocols for communication
with the VNTM have not been yet defined.
RFC5623 [5]suggests the use of ad-hoc mecha-
nisms, including the PCEP as a possible protocol
for communication with the VNTM, but does
not define any message formats for the same.
This is the primary motivation for the use of the
NCM as an orchestrator in our setup, as inte-
grating PCEs and VNTMs from different ven-
dors using non-standard interfaces is not feasible
in real networks. In our setup, we also demon-
strate that the PCE protocol is a promising solu-
tion for communication with the VNTM, which
if widely adopted could pave the way for a better
coupling of the two components. 

The signaling interactions between the differ-
ent components responsible for provisioning a
multi-layer path are shown in Fig. 2b. Upon the
arrival of a service request, the NCM sends a
request for path computation to the MPLS-PCE
using the PCE protocol [4]. In case an active ses-
sion does not exist between the NCM and the
MPLS-PCE, the NCM initiates the session setup
with the MPLS-PCE, which involves an exchange
of Open and Keepalive messages, after which the
NCM sends a Path Computation Request to the
MPLS-PCE that contains information about the
service endpoints and additional constraints on
the computed path. The MPLS-PCE attempts to
compute a path within the MPLS network, and
if found, returns the computed path to the NCM.
However, if a path is not found, the MPLS PCE
communicates with the WSON-PCE to compute
a multi-layer path. To communicate with the
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WSON-PCE, the MPLS PCE can re-use an
active PCEP session or must initiate a new ses-
sion by exchanging Open and Keepalive mes-
sages. The MPLS-PCE then sends a path
computation request with the entry points as
computed by the MPLS-PCE to the WSON-
PCE. 

As specified in RFC5440, the PCEP uses
the Explicit Route Object (ERO) to define
paths in the network. The ERO defines a path
as a sequence of ERO sub-objects: for exam-
ple a sequence of IP Address sub-objects is
used to define the path in the IP/MPLS net-
work, while a sequence of unnumbered inter-
face sub-objects followed by the IP address of
the destination switch is used to define the
path in the optical network. Since the ERO
specification in [4] cannot be used to describe
a path which contains multiple path segments
in different layers, a few extensions to the
same were proposed in [10]. This new ERO

sub-object (SERVER_LAYER_INFO object) was
proposed as a delimiter to identify the start/end
of each new connection in the server (optical)
layer. In the path computation process presented
in Fig. 2b, the WSON-PCE sends the computed
paths between the entry points as an ERO in the
Path Computation Response message to the
MPLS-PCE, which then computes the end-to-
end path and generates a multi-layer ERO (ML-
ERO). The ML-ERO consists of path segments
in the IP/MPLS and the WSON network sepa-
rated using the SERVER_LAYER_INFO sub-
object. This ERO is included within a Path
Computation Response message to the NCM to
complete the path computation process.

In case a multi-layer path is found, the NCM
requests the VNTM to provision the optical cir-
cuits indicated in the ML-ERO. As specified, we
propose the PCEP protocol for communication
between the NCM and the VNTM. We define a
new message (TE_LINK_SUGGESTION) which

Figure 2. Automated framework for multi-layer connection provisioning: a) multi-layer service provisioning
with PCE and VNTM; and b) signaling flow for interaction between various components in the proposed
architecture.
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includes the ML-ERO to send a request to the
VNTM to provision the optical segments of a
multi-layer path. The VNTM uses the optical
segments as computed in the ERO to provision
an optical circuit. Once the provisioning of the
optical circuit is completed, the VNTM sends a
TE_LINK_ESTABLISHED message to the
NCM, which then initiates the provisioning of
the MPLS circuit in the IP/MPLS network. The
VNTM uses the User Network Interface (UNI)
standard available on commercial routers to ini-
tiate signaling for provisioning of optical circuits,
based on the current RSVP-TE standard exten-
sions [11].

EXPERIMENTAL TESTBED,
IMPLEMENTATION AND

MEASUREMENTS

This section goes in media res and describes the
experimental testbed setup capable of replacing
the manual workflow procedures shown earlier,
while honoring the operator’s premium on multi-
vendor interoperability, administrative separa-
tion of the networks, and standard-based
inter-operable solutions. A detailed overview of
the testbed used for our interoperability study is
presented in Fig. 3a. The testbed includes 4 con-
trol and management components, namely the
IP Network Control and Management (NCM)
unit (172.16.1.1), the VNTM (172.16.1.3), the
WSON-PCE (172.16.1.2) and the MPLS-PCE
(172.16.3.1). For the purpose of demonstration
of a path setup, a traffic generator and sink are
also incorporated on two of the routers, as shown
in the figure. 

In the testbed, the MPLS-PCE is deployed in
Germany, while the VNTM, WSON-PCE, and
the NCM are deployed on individual virtual
machines on a single server at Telefonica premis-
es in Madrid. Both PCEs are implemented based
on IETF standards, and thus tested on interop-
erability. The WSON-PCE uses a proprietary
implementation, while the MPLS-PCE is devel-
oped as open-source [12]. The Traffic Engineer-
ing Databases (TEDs) are located with the
corresponding modules on the same machines,
and can be updated using OSPF Link-State
advertisement messages. The VNTM is designed
to receive requests over PCEP and also imple-
ments two new messages  (TE_LINK_SUGGES-
TION} and TE_LINK_ESTABLISHED}).
Based on the requests, the VNTM initiates sig-
naling for the setup of optical circuits in the
WSON network using UNI. The NCM is imple-
mented to orchestrate operations, and communi-
cate with the MPLS PCE and the VNTM using
the PCEP protocol. 

A detailed description of the configuration
used for the network equipment is presented in
Fig. 3b. The testbed includes equipments from
different vendors, i.e.,  3 IP/MPLS Juniper
MX240 routers and 4 ADVA ROADMs. Con-
nections between the IP/MPLS routers are estab-
lished using optical circuits in the WSON
network. A separate network is established for
control plane communication between the net-
work devices and management components in

the testbed. The control planes of the IP/MPLS
and the WSON networks are separated via the
use of independent subnets, with IP/MPLS
routers using the 192.168.8.0/24 subnet and the
WSON switches using the 172.16.1.0/24 subnet.
Figure 3b also shows the addressing scheme
used for interfaces in the IP/MPLS and the
WSON network. Each interface in the IP net-
work is associated with a control plane address
(e.g. ge – 2/1/8 on MX240 – 1 has address
21.21.21.2) and client transponders on the
ROADMs that connect to the interfaces on IP
routers are also associated with a unique IP
address (e.g. Shelf 1 – 11 on ROADM – 1 has IP
address 21.21.21.1). On the other hand, the serv-
er transponders, used to interconnect ROADMs
use unnumbered interface addressing with a
unique transponder identified by the IP address
of the ROADM and the sequence number
assigned to it. 

The testbed is focused towards demonstrating
multi-layer path computation and highlighting
open issues with respect to standards in the
same. Therefore, for the purpose of this testing,
we use a simple algorithm for multi-layer path
computation. Here, in case the MPLS PCE is
unable to find a path in the IP/MPLS network, it
requests an end-to-end optical path from the
WSON network. In case the end-to-end path is
found, a multi-layer ERO is returned to the
NCM, otherwise the path computation is termi-
nated. Also, while MPLS paths are computed by
the PCE setup (hence MPLS-PCE), and the
routers used are MPLS capable, for the purpose
of this demonstration, instead of configuring
MPLS paths we configure native IP routing and
static routing rules on all routers along the com-
puted path to forward IP traffic.

PATH COMPUTATION
The signaling exchange for path computation in
the setup has been outlined earlier, and Fig. 4
shows the wireshark trace of the messages
exchanged between the NCM, the MPLS PCE
and the WSON PCE. The first sequence of Open
and Keepalive messages indicates the establish-
ment of a PCEP session between the NCM
(172.16.1.1) and the MPLS-PCE (172.16.3.1),
after which the NCM sends a Path Computation
Request to the MPLS-PCE. In case the MPLS-
PCE cannot compute a path in the MPLS net-
work, it opens a new session with the WSON
PCE (172.16.1.2) as indicated by the next
sequence of Open and Keepalive message
exchanges. The MPLS-PCE then sends a Path
Computation Request to the WSON-PCE, which
responds with the computed path as an ERO
inside a Path Computation Reply Message to the
MPLS-PCE. The MPLS-PCE then computes a
ML-ERO and includes it in a Path Computation
Reply Message which is then sent to the NCM.
Note here that in case active PCEP sessions
already exist between any PCE peers (NCM -
MPLS-PCE or MPLS-PCE — WSON-PCE), the
exchange of Open and Keepalive messages is not
necessary. 

The details of the path computation request
and response messages exchanged between the
NCM, MPLS-PCE and WSON-PCE highlight
some specific issues and challenges in multi-layer
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path computation.  In the example presented in
Fig. 4, the Path Computation Request from the
NCM to the MPLS-PCE requests a path from
router MX240 – 1 (192.168.8.3) to MX240 – 3
(192.168.8.1). In this setup, a path is not found
in the MPLS network and the MPLS-PCE
attempts to compute an end-to-end optical cir-
cuit between the two routers. Therefore, the
path computation request sent from the MPLS-
PCE to the WSON-PCE requests a path from
ROADM – 1 (172.16.1.34) to ROADM – 4
(172.16.1.40). To facilitate this translation, the
TE database in the MPLS-PCE must have the
information about the inter-layer associations
between the IP/MPLS interfaces and the corre-
sponding client interfaces on the optical devices.
For example, in this scenario, the TED in the
MPLS-PCE should contain inter-layer associa-
tion information indicating that MX240-1

(192.168.8.3) is connected to ROADM – 1
(172.16.1.34) over ge-2/1/8 and Shelf1 – 11 inter-
faces (Fig. 3b). However, the discovery of this
information is non-trivial, as the Link Manage-
ment Protocol (LMP) does not work between
IP/MPLS routers and ROADMs on commercial
equipment used in this test. In our implementa-
tion, information about the interconnection of
routers and corresponding optical switches as
well as the information about free interfaces is
initialized manually in the MPLS-PCE TED and
is updated using ad-hoc scripts during run-time. 

The path computation response from the
WSON-PCE to the MPLS-PCE shows the
description of an optical circuit in the WSON
network. The server transponders in the WSON
network use unnumbered interface addressing in
the testbed, and the ERO in the response con-
sists of a sequence of server transponders used

Figure 3. Overview of the Testbed setup: a) Overview of testbed components; and b) addressing details.
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from the source to the penultimate ROADM in
the network, while the final ERO sub-object is
the IP address of the destination ROADM. The
MPLS-PCE, upon receiving this response, cre-
ates a multi-layer ERO and includes it in the
response to the NCM. The trace shows the use
of the SERVER_LAYER_INFO object to indi-
cate the demarcation between the path segments
in the IP/MPLS and the optical network. In the
response, a SERVER_LAYER_INFO object is
included after the IP address of the source router
192.168.8.3, which indicates that the optical cir-
cuit is computed begins from this router.  The
second SERVER_LAYER_INFO object is includ-
ed after the optical segment and is followed by
an IP address object 192.168.8.1 which is the
destination router for the optical circuit. 

To assess the average time required for path
computation in our implementation, we used the
Atlanta virtual network topology from [13] as
the base topology for both the MPLS and the
WSON network, and emulated} path computa-
tion based on that topology. In the emulator,
both PCEs were stateless, and the NCM was
modified to generate path computation request
messages between random source/destination
pairs in the IP network which are sent to the
MPLS-PCE. To enforce multi-layer path compu-

tation, the capacities of all MPLS links are set
initially to 0. Just like previously, WSON-PCE
and the NCM were deployed on the same physi-
cal machine (in Spain), while the MPLS-PCE
was deployed in Germany, and the average
Round Trip Time (RTT) (measured using ping
traces) between the two sites was 44.29 ms (aver-
aged over 1000 RTT’s with a standard deviation
< 0.15 ms). The emulation was used to measure
the path computation times, and active PCEP
sessions were established between the NCM,
MPLS-PCE and WSON-PCE, and re-used dur-
ing this test. The PCEP sessions, once estab-
lished, can be re-used for different path
computation requests and new PCEP sessions
are not required for every connection request.
Path computation requests were sent sequential-
ly, i.e., after the completion of the previous
request from the NCM. The average multi-layer
path computation time within this setup was
found to be 97.84 ms (s = 1.02 ms). Given that
the signaling involves two round trips, each with
a delay of 44.29 ms, the total processing times
within the two PCEs was ~ 9 ms. The total resi-
dence time within the MPLS-PCE was ~ 2 ms
which included a negligible path computation
time (< 1 ms), and the comparatively higher
processing time on the WSON-PCE was

Figure 4. Wireshark snapshots of the PCEP signaling observed.

Path computation
request from MPLS - PCE
to WSON-PCE

Path computation
reply from WSON-PCE
to MPLS-PCE with WDM
path in ERO

Path computation reply from
MPLS-PCE to NCM-PCE with

multi-layer path in ERO

Path computation request
from NCM to MPLS-PCE

Source IPv4 address: 172.16.1.34
Destination IPv4 address: 172.16.1.40

Req from NCM to MPLS - PCE for
Path MX-240-1 (192.268.8.3) to
MX-240-3 (192.168.8.1)

Req from MPLS - PCE to WSON - PCE
for Path ROADM-1 (172.16.1.34)
to ROADM-4 (172.16.1.40)

Path Computation Element communication Protocol

Time (s)

1.005046

Source

172.16.1.1

Destination

172.16.3.1

Message Type

OPEN MESSAGE

Size

80

2.085404 172.16.1.2 172.16.3.1 OPEN MESSAGE80
3.089537 172.16.3.1 172.16.1.2 OPEN MESSAGE80
3.129751 172.16.1.2 172.16.3.1 KEEPALIVE MESSAGE72

3.134968 172.16.3.1 172.16.1.2 KEEPALIVE MESSAGE72

1.074909 172.16.3.1 172.16.1.1 OPEN MESSAGE80
1.076045 172.16.1.1 172.16.3.1 KEEPALIVE MESSAGE72

1.119810 172.16.3.1 172.16.1.1 KEEPALIVE MESSAGE72
2.966981 172.16.1.1 172.16.3.1 PATH COMPUTATION REQUEST MESSAGE96

3.182143 172.16.3.1 172.16.1.2 PATH COMPUTATION REQUEST MESSAGE96
3.184123 172.16.1.2 172.16.3.1 PATH COMPUTATION REPLY MESSAGE120
3.240337 172.16.3.1 172.16.1.1 PATH COMPUTATION REPLY MESSAGE152

+ PATH COMPUTATION REQUEST MESSAGE header
+ RP object
- END-POINT object
        Object Class: END-POINT OBJECT (4)
        OBJECT TYPE: 1
    + Flags
        Object length: 12

Source IPv4 address: 192.168.8.3
Destination IPv4 address: 192.168.8.1

Path Computation Element communication Protocol

Path Computation Element communication ProtocolPath Computation Element communication Protocol

+ PATH COMPUTATION REQUEST MESSAGE header
+ RP object
- END-POINT object
        Object Class: END-POINT OBJECT (4)
        OBJECT TYPE: 1
    + Flags
        Object length: 12

+ SUBOBJECT: IPv4 prefix: 192.168.8.3/32

+ SUBOBJECT: IPv4 prefix: 192.168.8.1/32

+ SUBOBJECT: Unnumbered Interface ID: 172.16.1.34:0
+ SUBOBJECT: Label Control
+ SUBOBJECT: Unnumbered Interface ID 172.16.1.36:0
+ SUBOBJECT: Label Control
+ SUBOBJECT: IPv4 prefix: 172.16.1.40/32

+ SUBOBJECT: Unnumbered Interface ID: 172.16.1.34:0
+ SUBOBJECT: Label Control
+ SUBOBJECT: Unnumbered Interface ID 172.16.1.36:0
+ SUBOBJECT: Label Control
+ SUBOBJECT: IPv4 prefix: 172.16.1.40/32

MPLS Source Node

MPLS Dest. Node

ML-delimiter indicating
start of WSON path

Optical circuit computed
by WSON-PCE

ML-Delimiter indicating
end of WSON path

+ SUBOBJECT: SERVER LAYER INFO: Switching cap Lambda Switch Capable (SC=150)

+ SUBOBJECT: SERVER LAYER INFO: Switching cap Lambda Switch Capable (SC=150)

+ PATH COMPUTATION REPLY MESSAGE header
+ RP object
- EXPLICIT ROUTE object (ERO)
        Object Class: EXPLICIT ROUTE OBJECT (7)
        OBJECT TYPE: 1
    + Flags
        Object length: 104

+ PATH COMPUTATION REPLY MESSAGE header
+ RP object
- EXPLICIT ROUTE object (ERO)
        Object Class: EXPLICIT ROUTE OBJECT (7)
        OBJECT TYPE: 1
    + Flags
        Object length: 44
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observed primarily due to the higher complexity
of the wavelength routing algorithm, which com-
putes the route using K-Shortest Path algorithm
and finds  free wavelengths using the First-Fit
mechanism.

PATH PROVISIONING WITH VNTM
After the multi-layer path computation by the
PCEs, the NCM requests the VNTM to setup
the optical circuit segments.  In our implementa-
tion, we use the PCE protocol to exchange
request/response messages between the NCM
and the VNTM. As shown in Fig. 5a, after the
computation of a path, the NCM sends a
TE_LINK_SUGGESTION message which
includes the multi-layer ERO to request the
VNTM to setup the necessary optical path seg-
ments. For every optical segment that must be
established, in our implementation, the VNTM
connects to the ingress IP router, and using the
Command Line Interface (CLI), initiates a UNI
session (Fig. 5). This in turn initiates an RSVP
session in the optical network to setup a circuit.
Once the optical circuit is established, the
VNTM notifies the NCM of the same using a
TE Link Established message. At this point, the
NCM initiates the configuration of the IP/MPLS
routers so that traffic from the traffic generator
can reach the traffic sink. 

Figure 5a shows the wireshark trace from the
RSVP path message sent from the source router
MX240-1 (192.168.8.3) to MX240-3
(192.168.8.1). It is critical to note here that the
route indicated in the ERO in the RSVP path
message also includes information about the
inter-layer links between the IP/MPLS routers
and the WSON equipment which was not pre-
sent in the computed multi-layer ERO as pre-
sented in Fig. 4. In our implementation, this
information is introduced by the VNTM. The
implemented VNTM contains a TE database
similar to that of the MPLS-PCE, with all the
information about the IP network topology, the
available interfaces on IP routers and the inter-
layer associations, as well as management infor-
mation to access the different routers over CLI.
As specified before, this information is not read-
ily available in multi-layer multi-vendor networks
and is initialized manually and updated using ad-
hoc scripts. Using this information, the VNTM
introduces specific interface control plane IP
addresses for the IP interfaces as well as the cor-
responding client transponders on the
ROADMs. As seen in Fig. 5a, the ERO indi-
cates the use of the IP interface with IP address
20.20.20.2 on MX240-1 which is connected to
20.20.20.1 on ROADM-1 at the source, and the
IP interface with IP address 41.41.41.2 on

Figure 5. UNI message exchange: a) UNI path message from Router 1; and b) UNI Resv message from Router 3.

Recorded Route Object with Unnumbered
Interfaces in the WDM network layer

Wavelength resource to be
reserved by request

(a)

(b)

MPLS  Destination Node

MPLS  Source Node

IP Interface on Source MPLS
Node introduced by VNTM

Client interface on ROADM
introduced by VNTM

Transport path
computed by PCE

Client ROADM IF and IP IF on
Destination introduced by VNTM

Resource Reservation Protocol (RSVP): PATH Message, SESSION: IPv4-LSP, Destination 192.168.8.1, Tunnel ID 1130, Ext ID c0a80803

Resource Reservation Protocol (RSVP): PATH Message, SESSION: IPv4-LSP, Destination 192.168.8.1, Tunnel ID 1130, Ext ID c0a80803
+ RSVP Header. PATH Message.
+ MESSAGE_ID: 12
+ SESSION; IPv4-LSP, Destination 192.168.8.1, Tunnel ID 1130, Ext ID c080803.
+ HOP: IPv4 IF-ID. Control IPv4: 192.168.201.1. IPv4: 41.41.41.1.
+TIME VALUES: 30000 ms
- EXPLICIT ROUTE: IPv4 41.41.41.2, IPv4 41.41.41.2
+ LABEL REQUEST: Generalized: LSP Encoding-Ethernet, Switching Type=Lambda-Switch Capable (LSC), G-PID=Unknown
+ SESSION ATTRIBUTE: SetupPrio 7, HoldPrio 0, [LSP1]
+SENDER TEMPLATE: IPv4-LSP, Tunnel Source: 192.168.8.3, LSP ID: 1.
+SENDER TSPEC: IntServ, Tocken Bucket, 0 bytes/sec.
+ ADSPEC
+ RECORD ROUTE: IPv4 192.167.201.1, unnum 172.16.1.36/1, unnum 172.16.1.34/1.
           Length: 44
           object class: RECORD ROUTE object (21)
           c-type: 1
    + IP v4 Subobject - 192.167.201.1
    + Unnumbered Interface-ID - 172.16.1.36, 1,
    + Unnumbered Interface-ID - 172.16.1.34, 1,
    + IPv4 Subobject - 20.20.20.2, Strict
+ SUGGESTED LABEL: Generalized: 0x320c8

+ RSVP Header. PATH Message.
+ SESSION: IPv4-LSP, Destination 192.168.8.1, Tunnel ID 1130, Ext ID 1130, Ext ID c0a80803.
+ HOP: IPv4 IF-ID.  Control IPv4: 192.168.8.3. IPv4: 20.20.20.2
+ TIME VALUES: 30000 ms
- EXPLICIT ROUTE: IPv4 20.20.20.1, IPv4 172.16.1.34, IPv4 172.16.1.36, ...
          Length: 52
          Object class: EXPLICIT ROUTE object (20)
          c-type: 1
+ IPv4 Subobject - 20.20.20.1, Strict
+ IPv4 Subobject - 172.16.1.34, Strict
+ IPv4 Subobject - 172.16.1.36, Strict
+ IPv4 Subobject - 172.16.1.40, Strict
+ IPv4 Subobject - 41.41.41.1, Strict
+ IPv4 Subobject - 41.41.41.2, Strict
+ LABEL REQUEST: Generalized: LSP Encoding-Ethernet, Switching Type=Lambda-Switch Capable (LSC), G-PID=Unknown
+ Unknown Object
+ SESSION ATTRIBUTE: SetupPrio7, HoldPrio 0, [LSP1]
+SENDER TEMPLATE: IPv4-LSP, Tunnel Source: 192.168.8.3, LSP ID: 1.
+SENDER TSPEC: IntServ, Tocken Bucket, 0 bytes/sec.
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MX240-3 which is connected to 41.41.41.1 on
ROADM-3 is used at the destination. The RSVP
ERO also uses IP addresses for intermediate
WSON hops which is different than the sequence
of unnumbered interfaces as computed by the
WSON-PCE and this transformation is also per-
formed by the VNTM.  The trace for the
response of the RSVP Path message is shown in
Fig. 5b and it indicates the actual route used for
provisioning that also includes the IP addresses
of the transponders used to provision the actual
optical circuit. 

We measured the provisioning times for opti-
cal circuits on our testbed as the time taken to
establish a UNI session from the source to the
destination router. On average, the time to
establish the UNI session was found to be 54
seconds, which is significant. The large path
setup times are observed due to the known phys-
ical constraints of current ROADMs, which
require a significant time to configure the physi-
cal layer properties on optical devices, necessary
to stabilize the lightpath amplification and noise
levels. As the optical technology evolves, these
time requirements are bound to decrease, yet
will always have to be factored into any soft-
ware-defined network solution as an intrinsic
physical constraint. 

OPEN ISSUES AND
UPCOMING STANDARDS

Table 1 summarizes the requirements and sys-
tem design choices we made in our implementa-
tion, as well as the resulting open issues with
respect to the mechanisms used. From this table,
it is clear that a number of practical require-
ments have not been completely addressed by
standards and academic research in the area, as
well as a number of open issues exist critical to
the deployment in commercial networks. 

One of the major challenges in multi-vendor
environments involves mechanism for topology
discovery. While this information was manually
populated and updated using ad-hoc scripts in
our implementation, automatic mechanisms are
needed for the same, especially in large networks
to eliminate errors arising from incomplete/inac-
curate updates. Traffic Engineering (TE) infor-
mation exchange between the two networks is
also essential for operation in commercial net-
works, and can be addressed in a number of ways.
The proposed Application Layer Traffic Opti-
mization (ALTO) protocol [14]  includes the
capability to provide abstract topology informa-
tion to an overlay application, which can be used
to provide the IP/MPLS network an abstract view
of the WSON topology in order to optimize path
computation. The challenge can also be addressed
by developing extensions to the GMPLS UNI to
exchange TE information between the IP/MPLS
and WSON networks. The mechanisms to popu-
late and maintain TEDs (e.g., IGP protocols,
standard interfaces to Network Management Sys-
tems (NMS)) are also non-trivial from the imple-
mentation perspective, and need to be evaluated
in real systems, as the relevant information, such
as available IP interfaces, may not be available by
any single mechanism. 

A few protocol specific issues can be high-
lighted, specifically in the context of the VNTM.
The implementation used the PCE protocol for
communication with the VNTM and we found it
to be a suitable and relatively simple protocol
for all practical purposes. The standardization of
the protocol to the VNTM, especially by re-
using the PCE protocol will significantly improve
multi-vendor interoperability and will also open
avenues for multiple interaction configurations
between the PCE and the VNTM. Another pos-
sibility in this regard could also be the use of
OpenFlow [15] which is gaining traction in opti-
cal transport networks and can be used to provi-
sion optical circuits. 

We identified some timing issues, which in
general should not be that critical in the context
of service provisioning, as the timescales for pro-
visioning a connection request is significantly
lower than the inter-arrival time between service
requests for commercial operators. However, a
few increasingly important practical scenarios,
such as dynamic multi-layer restoration may
need to compute and provision paths in a much
shorter time interval. For multi-layer restoration
to become reality, these issues need to be stud-
ied within the context of a specific application to
define limits on computation and provisioning
times. 

Finally, we demonstrated multi-layer (verti-
cal) interoperability. Horizontal multi-vendor
interoperability (i.e., in the same layer), also
poses significant challenges, especially in the
optical domain. The proposed model of cooper-
ating PCEs can still be applied in this context,
akin to a multi-domain scenario. The demonstra-
tion also presented the orchestration of various
components including the PCE and the VNTM
using an NCM, but the framework need to
address additional issues such as policy manage-
ment, security, OAM etc. under a standard
framework that can be extended to multiple net-
work scenarios. A proposal for the same is cur-
rently being developed within the IETF under
the Application-based Network Operations
(ANBO) architecture [2]. 

SUMMARY AND THE OUTLOOK
In the coming years, it is highly likely that future
software-defined networking solutions across the
whole telecommunications and networking spec-
trum will find a use for path computation func-
tion as a central building-block for the work
done. We expect considerable advances in these
efforts to be enabled by inter-operable PCE-
based architectures. In our contribution, we
implemented a PCE testbed capable of multi-
layer path computation and provisioning in a
network equipped with commercial IP routers
and optical switches. We designed the testbed in
line with the operators’ requirement to put a
premium on multi-vendor interoperability,
administrative separation of networks, and all-
standardized solutions. Our experiments have
shown that that a number of practical require-
ments have not been completely addressed by
the current standards and academic research in
the area. These issues include mechanisms for
topology discovery, TE information exchange,
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standardized VNTM interfaces as well as
timescales for provisioning. As we have demon-
strated, the innovation in path computation solu-
tions can be significantly expedited if the
research and industrial communities join efforts
to make the proposed solutions inter-operable
and practical.
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