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Abstract—The emergence of carrier grade transport technolo-
gies has led to a paradigm shift in inter-domain routing which
became an important feature of the transport layer based on
optical transmission and switching. While the new technologies
have capabilities to provide end-to-end guaranteed quality of
service (QoS), the lack of inter-operability between different
technologies, administrative areas and control planes makes inter-
domain peering and provisioning below the conventional Internet
Protocol (IP) layer a challenge. In this survey, we analyze various
multi-domain routing models for emerging Layer 2 and WDM
switched networks which have been proposed till date, and
based on that survey, we highlight some open issues and future
challenges pertaining to scalability, reliability, multi-domain QoS,
control plane interworking and dynamic peering.

Index Terms—Inter-domain, QoS, protection, routing, signal-
ing, path computation, control plane.

I. INTRODUCTION

THE UBIQUITOUS presence of the Internet coupled with
the increasing demand for dedicated large-scale private

networks has made it imperative that multiple carriers and
domains interconnect with each other in a scalable manner. At
the same time, a multitude of emerging switching and routing
technologies at different tiers in the OSI model have led
to diversity in carriers’ choice of networking infrastructures.
While conventional end-to-end solutions required each domain
to exchange data using a common (IP) Protocol, the emergence
of the control plane and next generation applications with
high-demands for bandwidth have resulted in inter-domain
peering and provisioning paradigms below the IP layer. This
new paradigm not only encompasses reconfigurable optical
network technologies, including optical switching and routing
based on principles of Wavelength Division Multiplexing
(WDM), but also the newly emerging Layer 2 (L2) transport
technologies, such as carrier-grade Ethernet [1].

While inter-domain routing in the Internet is a widely
researched subject, issues of inter-domain routing, peering and
provisioning at configurable layers below the IP layer is a
relatively new concept. Although multiple research initiatives
are addressing the inter-domain issues in the optical layer, each
of them is unique in its approach and perspective. For instance,
the high-performance computing research community (Grid
computing) is studying inter-domain control and management
issues with special emphasis on application requirements for
inter-domain provisioning [2], [3], [4], [5]. On the other hand,
the Internet Engineering Task Force (IETF) standard drafts
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are addressing signaling extensions to the current IP protocol
suite to be used by the reconfigurable optical layer, and more
recently by the Ethernet layer, such as Generalized Multi
Protocol Label Switching (GMPLS) and GMPLS controlled
Ethernet Label Switching (GELS) [6]. Yet another group of
industry and academic researchers is concerned with the inter-
carrier relationships and addressing specific issues of policies
and service level agreements [7]. In summary, efficient provi-
sioning of high-bandwidth connections between the multiple
domains separated by technologies, administrative rules, and
control and signaling concepts is an open challenge.

To address this challenge, we study the emerging require-
ments and mechanisms for inter-domain provisioning and
present a review of the various technologies and solutions in
use today. As result of the survey, we reveal open issues and
discuss potential avenues and research trends.

The survey is organized as follows. In Section II, we
describe the various functions required in an inter domain
routing model. In section III, we identify and describe main
features and mechanisms used for topology dissemination,
path computation, quality of service, signaling, protection and
control plane interaction in Layer 2 and WDM networks.
Section IV presents an illustrative, hypothetical inter-domain
architecture for carrier-grade Ethernet networks using the dif-
ferent inter-domain routing concepts examined here. Section
V highlights some open issues to be addressed in future works
and Section VI concludes the paper.

II. MOTIVATION

Fig. 1 illustrates a typical inter-domain network scenario
in the layers below IP. A few characteristics are imminently
apparent from this example. First, there has not been a
de-facto technology, which has replaced all other transport
solutions. In fact, the technologies shown here co-exist and
include WDM, SDH/SONET and, most recently, carrier-
grade Ethernet. Second, physical interconnectivity requires
the knowledge and compatibility among the technologies
used in the domains to be able to route traffic between
them. In other words, in order to route traffic across multiple
domains, the protocols and interface have to consider specific
information, such as number and color of free wavelengths,
available aggregate bit rate at each hop, and adaptation
for framing and packet processing at the domain’s edges.
Third, the presence of multiple vendor-specific control planes
along with IETF and ITU-T standards, such as GMPLS and
Automatically Switched Optical Networks (ASON), require
interoperability of signaling and control in interconnecting
multiple domains. Finally, in a highly competitive market,
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Fig. 1. A generic inter-domain network scenario.

carriers like to exercise control on the use of their resources
in a multi-domain scenario. Therefore, decisions such as
routing, admission control, cost etc. are not only driven by
network parameters but are also influenced by the policy in
place between different carriers. Let us first summarize the
factors involved in the problem area.

Topology Dissemination and Routing
The sheer size of the global network poses a challenge

for routing in multi domain networks. While path vector
protocols such as Border Gateway Protocol (BGP) have been
used extensively for IP networks, the need to provision paths
with multiple quality-of-service (QoS) constraints, such as
the path signal quality and cost, requires that the routing
protocol have the necessary information about the end-to-end
path. Different domains typically do not share complete
topology and link state information with each other due to
administrative reasons. Therefore, a mechanism is required
which can facilitate QoS routing without divulging complete
topology information.

Service Differentiation
Different applications and services such as Internet Proto-

col Television (IPTV), Triple Play, Storage Area Networks
(SAN’s), Virtual Private Networks (VPN’s) etc. have different
demands on the network. Given a diverse set of applications
working on the same network, a multi-domain routing model
should be able to set up paths which satisfy a given set of
constraints, usually defined in terms of bandwidth offered,
signal quality, end-to-end delay and jitter. While most car-
rier transport technologies have mechanisms to deliver QoS,
different technologies and measurements metrics in different
domains and restricted information exchange between domains
hinders the set up of end-to-end QoS paths.

Policy Control
Policy considerations in routing which are implemented

using the Border Gateway Protocol (BGP) at the IP layer are
also required in the lower layers. For instance, in GMPLS
parlance every connection is a label switched path (LSP),
which among other parameters is defined based on the traffic
granularity supported by the existing interfaces, such as
WDM multiplex. For every such LSP, the policy may not
only define a set of end-points but also a set of domains
that may be involved in provisioning of this service, similar
to what can be inferred from the AS PATH attribute of the
BGP. Additional policy-based parameters may include issues
of network access control and security.

Reliability
All factors mentioned before require reliable network

operation, beginning with technology interfacing over
control plane to differentiated reliability requirements by the
customers. Especially, with customers demanding guaranteed
service from network providers, it is necessary to have
mechanisms to recover from path failures by switching to the
alternative paths and routes. While most protection schemes
in place today work under the umbrella of a single control
plane, efficient mechanisms are in demand to protect paths in
an end-to-end manner in a multi-domain network.

Technology Interfacing
Technology interfacing not only implies the detailed

knowledge of the technologies used in the neighboring
domains for compatibility, but may determine the path
routing based on that knowledge. For instance, for a path
provision along the domains D2-D3-D1 in Fig.1, D3 may
be chosen due the fact that it is a pure WDM domain,
compatible to carry any carrier-grade Ethernet technologies.
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It should also be noted that although both D1 and D2 carry
the same type of traffic (Ethernet), a simple interconnect may
not be always compatible due to the existence of proprietary
solutions. Technology interfacing can be used to describe
interworking between different transmission technologies at
the same layer (for example Ethernet and ATM) as well as
interworking between technologies at different layers, such
as SONET-over-WDM. 1

Signaling and Control
Each network domain typically runs an independent control

plane. To enable end-to-end connectivity, it is necessary to
have a signaling mechanism to exchange information between
domains. With each vendor choosing a different control plane
technology and some with proprietary control planes, signaling
mechanisms that are compatible with every control plane are
currently not in place. Some control plane solutions, such
as GMPLS, are designed to provide a unified control plane
for various switching technologies and hierarchies. However,
much work is needed to realize a single standardized control
plane serving the administrative and technological needs of
different carrier grade systems.

In the following sections, we provide a detailed survey of
some of these requirements as well as solutions which have
been proposed within the research studies of inter-domain
peering and provisioning.

III. MAIN FEATURES OF INTER-DOMAIN PROVISIONING

The different functionalities required to develop an inter-
domain provisioning paradigm can be classified as routing,
QoS provisioning, signaling, protection, and inter-domain
control plane interactions. Each of these features are inter-
linked with each other and together form a complete inter-
domain provisioning framework. We now discuss each of these
features in detail.

A. Routing and Path Computation

Routing in the inter-domain scenario poses a challenge,
not only due to the size of the network but also due to
the reluctance of different providers to share information.
Providers use information like topology, link weights etc. as a
competitive edge and are therefore reluctant to exchange this
information. A few theoretical approaches have been proposed
to solve the problem of inter-domain routing in a distributed
manner without exchanging large amounts of information.
Shrimali et al. [8] present a theoretical approach which can
achieve a proportionally fair solution between two peering
domains while exchanging only minimal information between
domains. While the proposed solution is novel and can achieve
fair solutions, it does not consider the case where domains
route transit traffic. Another distributed theoretical approach is
presented in [9] which splits a global optimization problem us-
ing Lagrangean decomposition. In contrast to [8], the proposed
solution in [9] requires exchange of flow vectors for incoming
and outgoing links for each domain in the network, which in

1It should be noted that multi-layer issues, which can also be addressed in
the context of multi-domain provisioning and peering are outside the scope
of this paper and deserve a separate study.

turn poses challenges on synchronization of the information. In
addition, given the size of the present networks, the amount of
information exchange required enforces practical constraints
on scalability. While [8] does identify the possibility of a
domain advertising incorrect flow vectors, both works can be
combined for a complete analysis on the effects of inaccurate
information advertisement by domains in the network.

Currently deployed inter-domain routing schemes are based
on more practical approaches. Inter-domain routing can be
distinctly classified into two distinct functions: 1) Exchange
of information between domains to determine location of
hosts in the network and abstract topology information to
reach these destinations and 2) A mechanism to determine
the exact inter-domain path in order to serve a request for an
inter-domain connection.

1) Topology Information Dissemination: Topology
information is required to facilitate routing in a network.
To this end, various algorithms for topology information
dissemination have been used to automate the process. Most
of these algorithms depend on link state updates to determine
an abstract network topology. In a multi-domain model, not
only would the scale of the topology make it impossible to
always share complete topology information, but also different
carriers would not like to share their topology information
with their competitors. To overcome this, different classes of
solutions have been presented, including topology aggregation
mechanisms, path vector protocols and partial/full topology
information dissemination.

Topology Aggregation Mechanisms
In inter-domain provisioning scenarios, topology aggrega-

tion is used for two main reasons - scalability and confiden-
tiality. A domain’s topology is represented by an aggregated
logical network topology as illustrated in Fig. 2. For instance,
each domain in the multi-domain topology shown in Fig.
2(a) is represented as a single node in Fig. 2(b) while in
Fig. 2(d), each domain is reduced to a full mesh between
its border nodes. By aggregating the topology of a domain,
not only is the actual topology inside a network hidden from
other domains, but the end-to-end path computation problem
is performed over a reduced number of virtual nodes, with
each domain calculating the real path corresponding to the
advertised virtual path inside the domain.

Previous work addressed the topology aggregation mecha-
nisms within three large categories: (i) single node/symmetric
node, (ii) star, and (iii) full mesh topology. In the single
node/symmetric node scheme, a domain is represented by a
single node (Fig. 2(b)) and although very scalable, this scheme
does not show the resources available inside the domain and is
therefore inefficient and results in suboptimal paths and higher
blocking probabilities. In the star topology (Fig 2(c)), the
logical topology consists of all the border nodes in the network
connected to a single virtual node. The size complexity of the
star topology is O(|M |), where M is the set of border nodes in
a domain. The branches of the star can be given virtual costs
to depict the cost of traversing through the network. Given that
each node in the star is connected to a virtual node, it may be
useful for representing available bandwidth, but is not ideal
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Fig. 2. Examples of different topology aggregation schemes

for representing wavelength connectivity between two border
nodes. Therefore the star topology is not widely used as an
aggregation scheme for optical networks. Finally, the full mesh
topology aggregation scheme (Fig. 2(d)) is the representation
of a domain as a fully connected mesh graph of its border
nodes. The interconnections inside the mesh graph advertise
the amount of resources available when going from one border
node to another and is therefore a better mechanism than the
single node and the virtual star topology aggregation scheme.

Aggregated topologies are exchanged between domains,
which are then used to calculate optimal domain hops from a
source to a destination domain. Mechanisms proposed in [10],
[11], [12] depict how aggregated topologies can be used to
calculate QoS inter-domain paths, and even calculate diverse
autonomous system (AS) paths in a network. The aggregated
topology can either be distributed to trusted domains, or can
be sent to a central server. The central server can process the
relevant information and then send reachability information
to all domains. We now describe some aggregation schemes
which have been proposed for different layer-1 and layer-2
networks.

Two studies [13], [14] compare the performance of the
single node aggregation scheme and the full mesh in a WDM
network. It is found that the single node abstraction is not
efficient when applied to a WDM network, even in the
presence of wavelength conversion at the edges of domains.

The two studies describe a full mesh topology aggregation
scheme for a physical layer inter domain routing scheme,
with each virtual edge between two border nodes contain-
ing cost and wavelength availability information. The size
complexity of the update message is O(|M |2), as there are
(|M | ∗ |M − 1|) links in the full mesh representation. The
wavelength availability information between border nodes in
the full mesh aggregation scheme leads to lower blocking
probabilities when compared to the single point topology. It
should also be noted that the inter domain update frequency
increases in a full mesh aggregation scheme as link capacities
as advertised in the full mesh are affected with intra domain
traffic. Sanchez-Lopez et al. [15] propose an enhancement
of the full mesh topology aggregation scheme for ASON
networks. The full mesh topology now includes information
about the availability of multiple paths between a pair of
border nodes with propagation delay information, wavelength
availability and count (in a multiple fibre case) for each path.
The additional information is useful in setting up protection
paths in the domain and also determining the end-to-end delay
in the network.

Wan et al. [16] use the bi-directional shuffle-net topology as
an aggregated topology in WDM optical networks. The border
nodes of a domain are mapped on to a shuffle-net topology
using a genetic algorithm. The topology is formed by reducing
the full mesh representation of the domain to the bi-directional
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shufflenet which has a smaller size complexity than the full
mesh and better performance than the symmetric star approach
as shown in this paper.

Finally, a unique topology aggregation scheme is presented
in [17] useful for setting up end-to-end link disjoint paths in
a label switched network. The complexity of the proposed
aggregated topology is of the order of O(|M |4), and is
built upon the full mesh aggregation scheme. The algorithm
proposed by Suurballe [18] is used to determine link disjoint
path pairs in the directed graph. In the proposed algorithm,
optimal disjoint path pairs are calculated in a two step
process, where the optimal end-to-end path is evaluated first,
and then the link disjoint pairs are calculated by reversing
the directions of the links used in the optimal path and
then re-calculating the optimal path. In order to support the
algorithm, each link in the full mesh aggregation is associated
with another full mesh aggregated topology, which indicated
the path costs in case the concerned path is used in the first
optimal path computation cycle.

Path Vector Protocols
Path vector protocols have been proposed for optical net-

works based on the success of BGP at layer 3. The OBGP
(Optical BGP) protocol [19], [20], [21], which is an adaptation
of the BGP protocol at the optical layer is used to determine
lightpath availability across multiple domains in a network.
The OBGP protocol is used to join different administrative
domains and to create smaller management clouds inside a
large WDM domain to reduce the complexity of the routing
and wavelength assignment problem. Each optical switch at
the edge of a WDM cloud runs an OBGP server instance, and
exchanges wavelength availability information between do-
mains. OBGP servers advertise the reachability to other OBGP
servers along with a set of wavelengths that can be used for the
connection. Other OBGP servers use this advertisement and
update their reachability information. For example, if domain
C is reachable via domain B on wavelengths λ1, λ2, λ3, λ4 and
domain B is reachable via domain A on wavelengths λ2, λ3, λ4

on the same edge router, then domain C is reachable from
domain A on wavelengths λ2, λ3, λ4.

The protocol can also be configured to allow for policy
enforcement, just as in traditional BGP; however, a separate
signaling mechanism is required to signal the inter-domain
path setup request. St. Arnaud et al. [19] describe the moti-
vation behind the use of BGP in optical networks, and give
a basic framework for deploying OBGP. Francisco et al. [20]
define the additional messages required in the BGP protocol
to support routing for inter-domain light-paths. Another path
vector protocol called Constraint-based Optical Path-vector
Routing Protocol (COPRP) for inter domain connection setup
has been proposed by O. Yu [22]. COPRP has a similar work-
ing model to OBGP but allows for advertisement of multiple
routes to the same destination, which are calculated based
on different sets of constraints to such as minimum number
of inter-domain hops, optimized load-balance, minimum cost,
delay etc.

Yannuzzi et al.[23] highlight the lack of traffic engineering
(TE) information sent in OBGP messages and also highlight
that an OBGP message can only find a single path. They

propose an extended path vector protocol, and propose the use
of an Inter Domain Routing Agent (IDRA) to advertise reach-
ability information. The use of a centralized IDRA implies
that reachability information as advertised by the domain for
different domains is processed at a single point and can give
better representation of the available resources inside a domain.
The protocol also supports the advertisement of multiple paths
to a destination which is not supported by BGP/OBGP.

Path vector protocols are a tried&tested approach for
inter-domain route computation, with BGP being the de-facto
algorithm used for inter-domain routing at the IP layer.
However, changes in a BGP system take a long time to
converge, and BGP is therefore not suited for systems
where available resources change frequently. While path
vector mechanisms such as OBGP may be applied to optical
networks which have a very large granularity and low update
frequency, they may suffer from stability and scalability
problems in layer 2 networks which can experience frequent
change in resources.

Partial Topology Information Dissemination
Partial topology information dissemination is used to

advertise resources in the network without disclosing the
full topology of the domain. Partial topology information
dissemination is useful as it allows the domain to control
the amount of topology information it shares with different
domains. The work presented in [24] uses such a scheme for
optical networks by using centralized servers in each domain
which communicate with each other and control the exchange
of control plane information between the two domains. The
servers dictate the extent of domain information exchange
with connected domains based on the relationship between
the interconnected domains. The information exchange is
controlled to define the relationship between two domains,
which can be peer-to-peer or a hierarchical overlay.

Full Topology Information Dissemination
Full topology information models have not been used exten-

sively, as service providers are reluctant in sharing topology
information. Also, in a large scale multi-domain network,
full topology dissemination will increase the computational
complexity and the volume of inter domain signalling in the
network. For completeness, performance of a global shortest
path first (SPF) algorithm with full topology information
dissemination is compared with a per domain SPF algorithm
for light-path setup in a WDM network in [25]. The authors
observe an increase in blocking probability when applying per-
domain routing and wavelength assignment (RWA) schemes as
compared to a global RWA scheme, as expected, but conclude
that full topology dissemination is not desirable due to issues
with scalability.

2) Constraint Based Path Computation: While topology
dissemination mechanisms as described in the previous
section can determine loose routes spanning multiple
domains, it is necessary to have a mechanism to determine
defined hop-by-hop routes with respect to constraints such
as bandwidth, total delay, signal quality, protection and cost,
while efficiently utilizing the network resources to prevent
over provisioning. Path Computation Elements (PCEs) have
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been proposed as a major class of centralized solutions for
route computation; in this paper we discuss the applicability
of the PCE framework to multi-domain networks. Signalling
based approaches have also been deployed to determine paths
in a multi-domain networks.

Path Computation Elements (PCEs)
A path computation element (PCE) is a network entity

which holds the topology information and is polled by various
nodes to determine the path from a source to a destination. The
PCE uses the loose domain hop information obtained from
topology information dissemination mechanisms described
earlier to calculate optimal end-to-end inter-domain paths. The
use of a path computation element eliminates the need for
every node within the network to compute the path, and all link
state information is sent only to the PCE. A single domain can
have multiple PCEs to facilitate load sharing and avoid single
point of failures. In a multi-domain scenario, PCEs in different
domains may share information with each other to compute
paths. PCE based routing architectures of use in multi-domain
networks can be classified into two major groups: (a) Peer-to-
peer and (b) Hierarchical.

In a peer-to-peer model, PCEs of neighbouring domains
create peering relationships and interact with each other to
exchange routing information via mechanisms of the control
plane. To establish a multi-domain route, PCEs are probed in
a sequential fashion to determine the availability of the path.
If available, the return message of the signal is the next hop
information between different domains, as discussed in [26].
The PCE peering mechanisms are not only useful in the circuit
switched WDM networks, but as shown in [27], they can be
used in a similar way to set up inter-domain paths in Optical
Burst Switching (OBS) networks.

Yannuzzi et al. [24] propose the use of intelligent PCEs
which customize inter-domain route computation and link state
announcements according to the relationship between two
domains. For example, peering PCEs can be configured to
share information as peer-to-peer domains when connected at
the network core, while domains near the edge of the network
are configured to create a hierarchical routing overlay at the
edge of the network.

Okumus et al. [28] proposes a hierarchical PCE approach,
which uses a single PCE for each domain and a centralized
global PCE. The latter uses aggregated information from each
domain to calculate the optimal inter-domain path. However, a
single PCE as the centralized controller has limited scalability
and is also a single point of failure in the network, and
should be duplicated for reliability. Multiple hierarchical levels
were first introduced in the Asynchronous Transfer Mode
(ATM) Private Network to Network Interface (PNNI) [29]
architecture. The multi-level hierarchy (up to 104 levels)
allows the system to encompass a large number of domains,
and the hierarchical structure allows for automatic loose route
discovery in the network. The PNNI control plane has been
used extensively in ATM networks and has inspired the ASON
control plane. The ITU ASON draft [30] extends the PCE
hierarchy to be applied in ASON networks, by increasing
the number of tiers of aggregation. Multiple PCEs at one
level of hierarchy are connected to a parent PCE, which

aggregates wavelength availability information from the child
PCEs and represents a larger domain area. Similarly domain
areas are further clustered under a single PCE to form larger
domain areas, thereby increasing the scalability of the system
as shown in Fig. 3. Similar hierarchical PCE models have also
been proposed in [31] which uses hierarchically distributed
PCEs to create IPTV trees for multi-domain users. The use of
hierarchical PCEs reduces the computational load at each PCE
in creating the tree. Matsuura et al. [32] propose a framework
in which hierarchical path computation servers can be used
to calculate inter-domain paths in GMPLS networks. In this
work, a domain is assumed to be the leaf in the hierarchy,
and is represented as a single node at the next hierarchical
level. In this manner, inter-domain paths can be computed in
a scalable manner. However, as domains are reduced to single
nodes at higher hierarchical levels, there is loss of optimality
in the computed path. It should also be noted that inter-
domain signalling between two PCEs and inter-domain path
setup signalling are different functions. In fact, in a dynamic
multi-domain network, it is possible that the route determined
during path discovery using PCEs may not be available during
path reservation calls due to the delay encountered through
signalling.

The use of PCE for controlling Layer 1 and 2 multi-domain
networks has been proposed in manifold works surveyed here,
i.e., [24], [27], [28], [29], [31], [33], [34], [35]. A brief
overview of the proposed approaches is shown in Table I.
In recent times, the IETF has led standardization efforts for
the PCE framework in MPLS/GMPLS networks. The PCEP
[36] protocol defines the protocol for communication between
a requester and a PCE. The same protocol is also used to
achieve inter-PCE communication. The Backward Recursive
Path Computation (BRPC) protocol [37] has been proposed
to compute optimal inter-domain paths in a multi-domain
network. The BRPC assumes that an inter-domain sequence is
provided from the source to the destination before the actual
path computation. Using this sequence, the PCE protocol is
used to contact contiguous domains in a sequential manner. On
reaching the PCE of the destination domain, the destination
PCE returns a tree of possible paths to the destination from all
of the possible ingress nodes. Each PCE extends this tree to
the ingress nodes inside the respective domains and sends it
to the previous PCE. On reaching the source PCE, the optimal
end-to-end path from the received set of paths is selected for
the inter-domain path setup. It should be noted that only the
optimal paths to the ingress border nodes are considered in the
tree, thus ensuring that the proposed mechanism is scalable. To
hide the topology inside the domains, a path-key mechanism
is proposed in [38]. Here, each path as computed by a PCE
for an inter-domain path setup is mapped to a key. The key is
sent in the PCE message, and is stored in the Extended Route
Object (ERO) in the Resource Reservation Protocol (RSVP)
during path setup. At the ingress border node of each domain,
the path key is sent to the PCE to determine the path inside
the domain, thus maintaining topology confidentiality.

Proposals have also been made to extend the PCE frame-
work to facilitate multi-layer routing. Requirements for multi-
layer PCE frameworks are defined in [39] and a few basic
frameworks for the same are proposed in [40].
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Fig. 3. Routing area hierarchy using PCEs in ASON [30]

The PCE framework proposed in the IETF drafts is com-
pared against per-domain signalling schemes in [41]. Vari-
ous metrics are used to study the performance of the PCE
framework against the signalling with crankback framework.
The results show that the PCE framework can set up LSPs
with lower costs as compared to the signalling framework,
while also reducing the possibility of failure during path
computation.

The use of the path computation element also opens
up the possibility of pre-computation. Pre-computation
schemes compute solutions a priori for a large set of possible
parameters. These parameters are then used during path
computation on arrival of a request, thus increasing response
time and scalability and reducing the computational load on
the PCE. Orda et al. [51] propose a pre-computation scheme
which can be applied to multi-level PCE hierarchies which
are proposed in the ASON and the PNNI control planes.
The proposed mechanism defines pre-computation schemes
for both additive QoS metrics (delay) as well as bottleneck
weight metrics (bandwidth). Pre-computation schemes
combined with the PCE framework can significantly increase
the performance of constraint based routing in multi-domain
networks. However, a more detailed analysis highlighting
parameters such as pre-computation overhead, frequency of
computation cycles and signaling load is required to analyze
the benefits of the pre-computation schemes.

Per-Domain Path Computation
The per-domain path computation approach computes op-

timal path segments in a limited visibility. In other words,
the loose domain hop information is used to determine the
best egress border node inside a domain and the inter-domain
routing protocols are used to calculate the optimal path to this
node. This process is carried out in each intermediate domain
to obtain and end-to-end inter-domain path. It should be noted
that distributed shortest path computation approaches can be
realized using signaling protocols such as RSVP [42] or using
PCEs.

In a per-domain approach, each border node announces
the reachability information for different destinations inside
the domain, similar to intra-domain routing models. However,

unlike traditional intra-domain algorithms, the lack of frequent
updates in an inter domain system leads to inaccurate network
state information and hampers performance of traditional
distributed algorithms. To illustrate this trend, Zhou et al. [43]
use simulations to observe the performance of routing and
wavelength assignment algorithms under inaccurate network
state information conditions. Three RWA schemes (random fit,
first fit and most used) are used to set up multi domain light-
paths, and imperfections in the link states are implemented by
using a timer based link state update. It is seen that algorithms
such as first fit and most used which perform better than
random fit in networks with accurate state information perform
very poorly under inaccurate state conditions.

Bypass based routing has been proposed for routing in
optical [44], [45] and layer 2 [46] networks. In bypass based
routing, prior to the network state update, links are identified
that are most likely to get congested. An explicit bypass path is
defined for these links and sent with the path setup message
to ensure that path setup is not hindered. Sanchez-Lopez et
al. [15] have demonstrated the use of a bypass based routing
algorithm [45] for routing in inter-domain WDM networks,
and have compared the performance of bypass based routing
against first fit shortest path routing in multi-domain networks.
Two different aggregation schemes are chosen to represent
the domain topology, and simulations show that bypass based
methods reduce the blocking probability as compared to
first fit shortest path routing for both schemes. Signaling
approaches are also used to increase the efficiency of light-path
setup in multi-domain networks. Salvadori et al. [47] present
different signaling based approaches to set up end-to-end QoS
light-paths, and compare the performance of these paradigms
against the use of QoS aware routing algorithms to setup light-
paths in a multi-domain WDM network. One of the proposed
signaling approaches to set up impairment aware light-paths
has comparable performance with the QoS constraint based
routing approach in terms of blocking probabilities. Although
path setup times in signaling approaches is higher than QoS
routing, QoS routing requires frequent inter-domain updates
with QoS parameters and require high computational power
due to their complexity.
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TABLE I
OVERVIEW OF WORK ON PCE-BASED INTER-DOMAIN ROUTING APPROACHES

Reference Description Hierarchical PCE Peer to Peer PCE
24 Model for routing using intelligent peering PCEs in a multi-tier network; hierarchical

overlay topologies near the edge, and peer-to-peer topologies in the core.
X

27 Multi domain routing in Optical Burst Switched (OBS) networks; uses specific nodes to
run complex routing algorithms;

X

28 Use of PCE to set up LSP’s in the network; use of hierarchical labelling to aggregate
Differentiated Service (DiffServ) flows between two domains;

X

29 The ITU draft for hierarchical aggregation of routing areas using PCEs; X
31 Hierarchical PCE ordering to create multi-domain multicast trees; X
33 Inter domain routing model for Grid computing. PCE and Authentication, Authorization

and Accounting (AAA) servers are included to form a new service layer, which then
instructs the control plane to perform various tasks;

X

34 Uses a hierarchical aggregation to evaluate a loose order of domains to be traversed and
then calculates actual end-to-end path; seen to perform better than ad-hoc peering model.

X

35 Model for inter-domain routing. Two layers of hierarchy, all domain-specific PCEs are
connected to one central PCE;

X

Rank accounting methods [48], [49] have also been used
in conjunction with per-domain signaling based approaches to
enhance light-path setup in multi domain WDM networks. In
a multi domain scenario, end-to-end wavelength availability
information is not available, and a set of candidate wave-
lengths is sent from the source with the path setup message.
Wavelengths that are not available at intermediate nodes are
removed from the setup message as it progresses to the desti-
nation. While only one of the available wavelengths is selected
by the destination to setup a light-path, the availability infor-
mation of other wavelengths is also sent to the source in the
signaling message, allowing the source to rank wavelengths
according to availability. In [48], simulations were used to
show the performance of the rank accounting method against
random allocation. The rank accounting method proposed
used only K out of W available wavelengths to route inter-
domain traffic. The rank accounting algorithms proposed in
[48] always showed better performance than random allot-
ment of K wavelengths for inter domain traffic, and had
lower blocking probabilities than random allotment with all
W wavelengths for inter domain traffic at low loads. Also,
change in performance of the rank accounting algorithm was
observed against the value of K, and it was seen that the rank
accounting algorithms achieved almost similar performance to
random allocation of all wavelengths for K=3 with W=8, and
K=8 with W=16, and therefore giving the optimal number
of wavelengths to be utilized in inter-domain path setups.
The rank accounting algorithms proposed in [49] also showed
significant reduction in blocking probabilities when compared
to random allotment methods.

Crankback signaling is also used to increase the efficiency
of traditional signaling mechanisms. In crankback signaling,
if a path setup request fails at a given node, the signaling
process intimates the upstream node to use an alternate path if
available. The performance of PCE based approaches against
RSVP with crankback signaling was evaluated in [41]. It was
observed that the PCE based approach consistently calculated
paths with lower cost as compared to the crankback based
schemes, and could admit more connections. The number of
crankbacks also increased with the increase of load in the
system. An extension of the crankback signaling scheme is
also used in [50], where the crankback signal is used to
send path parameters upstream to determine optimal multi

domain traffic engineered (TE) LSP paths in the network. The
crankback scheme was shown to outperform the per-domain
scheme and was comparable to the multi-domain visibility
scheme for lower loads. A comparison of the proposed scheme
with other per domain distributed path computation schemes
is shown in [50]. Simulation results showed a 40% increase in
LSP formation and a mild reduction when compared to LSP
formulation with multi-domain visibility.

B. Quality of Service (QoS)

QoS demands from the network can be a combination
of various parameters. For Layer 1 and Layer 2 networks,
the demands can be defined in terms of bandwidth, delay,
jitter and optical signal quality. Common QoS demands for
bandwidth and delay can be satisfied by constraint based path
computation mechanisms as discussed in the previous section.
However, technology and vendor specific parameters like
signal attenuation, signal impairment etc. are not standardized
between different domains and therefore difficult to evaluate.
Also, the lack of standard measurement mechanisms in these
networks implies that same QoS guarantees as defined by
different carriers can be different in implementation. Therefore,
end-to-end QoS guarantees are not easily achieved. It should
be noted that the existence of non-standardized service classes
in different networks also leads to difficulties in defining inter-
domain QoS parameters [52].

Different works target optimization of different parameters
to provide a feasible QoS mechanism in multiple domains.
Problems related to measurement of end-to-end optical signal
impairment in a multi-domain network are outlined in [47].
The author proposes a signaling based approach which records
the impairment in a path in the RSVP (Resource Reservation
Protocol) PATH message. A controlled flooding mechanism
is proposed to discover a suitable QoS path in the multi-
domain network. An alternate mechanism can be to use
link state updates to distribute impairment parameters and
use QoS constraint-based routing to determine optimal paths
at the source. This mechanism requires large and frequent
link state updates between domains due to fluctuations in
impairment values. The authors use simulations to illustrate
that both mechanisms show comparable blocking probabilities,
and while setup time is larger in the constrained broadcast
signaling mechanism, the reduced number of link state updates
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when compared to the QoS routing mechanism make it an
attractive alternative to set up QoS paths in WDM networks.

End-to-end delay affects the performance of many upcom-
ing applications such as VoIP, SAN etc. Delay is typically
acceded to two major categories: 1) Transmission and queuing
delay, and 2) propagation delay. Carrier grade transport tech-
nologies can deliver guaranteed bandwidth and delay bounds
in the network, and therefore it is possible to determine end-
to-end delay by adding the edge-to-edge delays experienced
in various domains. However, new routing mechanisms are
required in order to determine paths with optimal end-to-
end delays. In long haul fiber networks, propagation delay
constitutes a significant component of the end-to-end delay. A
topology aggregation mechanism proposed in [15] announces
multiple edge-to-edge light-paths in a WDM domain along
with the propagation delay encountered in each path. Such an
update can be used to determine end-to-end delay in WDM
networks.

C. Tunnel/Circuit Signaling

Bandwidth and delay constraints are extensively studied
parameters for delivery of QoS. Today, most carrier grade
transport technologies like MPLS-TP, PBB-TE, SONET/SDH
etc. allow set-up of paths with bandwidth guarantees in the
network. Different mechanisms are then used to create end-to-
end guaranteed bandwidth tunnels in a multi-domain network.
While path computation mechanisms can evaluate constraint
based paths inside a network, a framework is required to
signal QoS paths inside the network. The RSVP protocol
[42] is used extensively for signaling paths inside GMPLS
networks. In cases such as the per-domain path computation,
signaling and path computation run simultaneously to compute
and set up TE paths in the network. Three different path setup
mechanisms, namely 1) Contiguous LSP, 2) Stitched LSP, and
3) Nested LSP, have been standardized for MPLS networks.
[53] defines the per-domain path setup mechanism for each
of these three approaches, which can be implemented using
a signaling protocol such as RSVP. A combination of these
approaches can also be used to set up inter-domain paths.

The contiguous LSP setup allows the source to set up an
end-to-end TE LSP till the destination. While this is ideal, it is
required that the border nodes of different domains participate
in the LSP setup. The other mechanisms (stitched, nested) do
not require the same.

In the stitched LSP setup, each domain sets up independent
LSPs inside their own domains and mappings are created to
merge the different LSPs at the border nodes. In this fashion,
the head end node of each segment inside a domain is aware
of the state of the path setup inside the domain. In the stitched
TE LSP mechanism, each domain creates a new LSP for the
request inside the domain and therefore has fixed capacity as
that of the requested connection.

In case of nested LSP setup, the required TE LSP segment
in reserved inside an already existing TE LSP by reserving
bandwidth in the LSP. Existing LSPs which are used to
transport TE LSPs can also be advertised as forwarding
adjacencies in the MPLS domain.

Nested LSPs can also be used to implement advance reserva-
tion of capacity for inter-domain connections inside a domain.

Nested TE LSP groom traffic inside a single LSP and can
therefore have a flexible mechanism to admit traffic inside
the nested tunnel. Nested LSPs also maintain fewer states in
the network and reduce the signaling required during path
setup inside the network. On the other hand, stitched LSP
approaches can be used to distribute inter-domain load in the
topology. Also, stitched LSP approaches allows for freedom
in choice of path protection mechanisms used.

D. Multi Domain Path Protection and Restoration

Path protection is a widely studied phenomenon in car-
rier transport networks, with each technology having some
mechanism to recover from node/link failures in the network.
However, as protection mechanisms are triggered by the
control plane and are specific to the technology used, inter-
domain path protection is non-trivial. Path protection in a
multi-domain scenario can be broken down into the following
major categories:

1) End-to-end link disjoint path protection
2) Per domain link disjoint path protection
3) Multi-domain Shared Path Protection
4) Virtual path protection

1) End-to-End Link Disjoint Path Protection: Discovery
of end-to-end link disjoint paths in a multi domain network
is typically hindered due to the absence of full topology
information across domains. Ricciato et al. [54] outline two
broad categories of possible approaches, namely PCE-based
and signaling approaches to determine end-to-end disjoint
LSPs in a multi-domain network. In a PCE-based approach,
all the PCEs in the different domains collaborate beforehand
to determine the optimal end-to-end link disjoint path, thereby
always giving the optimal path for the system. Two signaling
based approaches are presented, with one approach forming
the primary path and recording the path in a RRO (Record
Route Object) in the RSVP RESV message, and the second
LSP RSVP reserve request carrying the primary route details
in a new object thus enabling domains to determine a link
disjoint path inside the domain. The second approach includes
computation of both paths at the same time. In such a
mechanism, a pair of ingress and egress border nodes is
selected, and two link disjoint paths are set up inside a domain
towards the destination.

Note that both signaling based schemes do not guarantee
an optimal path pair as the selection of the egress border
nodes inside a domain does not depend on the other domains.
In addition, the reservation of a path followed by discovery
of a link disjoint pair may lead to scenarios where a path
cannot be setup even with the existence of link disjoint pairs,
as illustrated in Fig. 5. While reserving a path from s to d,
if the path s-x-b-d is reserved first, then a link disjoint path
cannot be reserved between s to d, even though link disjoint
paths s-a-b-d and s-x-y-d exist in the network between s and
d.

Sprintson et al. [17] proposed a novel topology aggregation
scheme which can be used to determine end-to-end link dis-
joint paths. The scheme is built upon the algorithm proposed
in [18] to determine the optimal link-disjoint path pair in a
network. To determine the optimal path pair in the network,
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Fig. 4. (a) End-to-end link disjoint protection path (red), (b) Per domain path protection (red), (c) Shared Path Protection (red) and (d) Virtual path protection
(red, dashed)

Fig. 5. Sample ”Trap” Topology [54]

the scheme proposed in [17] first calculates the optimal path
from source to destination, and then reverses the direction of
the links used in the optimal path to determine the optimal
protection path. The aggregation scheme proposed in [18] uses
the full mesh aggregation to represent the optimal advertised
path between two edge nodes in the domain. For each path
p, a separate full mesh topology is advertised, which is
evaluated by reversing the links used in p which is then used to
determine disjoint path pairs. With each path in the full mesh
representation requiring another full mesh representation for
determination of the link disjoint pair, the size of the topology
information updates of the order of O(|M |4) as compared to
O(|M |2) in a full mesh scheme (M is the number of border
nodes).

Another possible approach in the calculation of end-to-end
disjoint paths can be the calculation of diverse AS path chains.

The model proposed in [10], [11], [12] proposes a centralized
service which can calculate multiple AS level paths between
two domains. These mechanisms can be extended to calculate
different AS chains such that working and protection path
is routed in different ASs. End-to-end disjoint paths can be
set up easily if all ASs traversed in the working path are not
present in the protection path. However, in the case when
there are no two AS chains without common AS hops, new
mechanisms will be required to ensure the link disjointedness
of the working and protection paths.

2) Per-Domain Path Protection: End-to-end link disjoint
paths are difficult to set up, and require switching of paths
at the source in case of failure. Such a mechanism also leads
to higher switchover times, as a failure trigger has to traverse
multiple domains to switch over at the source. Per domain
protection have lower switchover times as the switchover is
restricted to a single domain. Per domain path protection
schemes for optical light-path setup are proposed in [13],
[14], [26] which utilize the local control plane to provide per-
domain path protection.

Although per domain protection paths are easier to control
and require significantly lower signalling information, a failure
in an inter-domain link requires that a new end-to-end path be
setup. A per domain path protection mechanism is proposed
in [55] for MPLS. In a scenario where two domains may be
interconnected by multiple links, the choice of protection LSPs
is made such that end-to-end protection can be implemented
with minimal signaling.
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3) Multi-Domain Shared Path Protection: While both end-
to-end link-disjoint as well as per-domain path protection
schemes uniquely reserve a backup path for a working path,
shared path protection attempts to reduce the capacity reserved
for backup paths by sharing the reserved backup capacity
for different paths. Shared path protection mechanisms have
been extensively studied for intra-domain path protection and
are classified into two major categories 1) Static routing -
where an exact demand matrix or a bounded demand matrix
is assumed for shared path protection and 2) Dynamic routing
- where requests are considered upon arrival with any knowl-
edge of the traffic request matrix. As they do not assume any
traffic demand matrix, dynamic routing shared path protection
mechanisms are useful in the multi-domain path protection
scenario.

Truong et al. [56] surveyed different shared path protection
schemes in the multi-domain context. As only limited informa-
tion exchange is allowed between domains, end-to-end shared
path protection is not considered in these works and only
segment based or overlapping segment based path protection
is used for inter-domain path protection. Different protection
schemes are classified in two categories 1) Multiple intra-
domain Protection and 2) Hierarchical Routing with Topology
Aggregation. The multiple intra-domain protection is similar to
the per-domain path protection scheme, where each segment
is assumed to span a domain in the inter-domain path and
is protected by a shared path protection scheme. However,
such schemes cannot provide protection against failure of
border nodes or of inter-domain links. In order to protect
inter-domain links, a virtual domain consisting of border
nodes of the interconnected domains is introduced. While
this mechanism can protect the inter-domain link, it does not
provide protection against failure of border nodes.

Hierarchical routing with topology aggregation (HiTA) tech-
niques use aggregated topology representation of the different
domains in the network to create a simple inter-domain
virtual topology. On this virtual topology, intra-domain shared
path protection schemes such as P-cycles, Shared Segment
Protection (SSP) and Overlapping Shared Segment Protection
(OSSP) are applied. Once capacities are determined, signalling
protocols are used to set up the actual working path and
the backup path in the different domains. These techniques
can exploit the available inter-domain information for better
working and backup path selection. However, the lack of intra-
domain information during the calculation of inter-domain
paths can lead to setup failures.

To overcome this drawback, a novel technique known as
Map and Route OSSP is proposed which proposes that only
certain intra-domain paths be used to transfer inter-domain
traffic between border nodes. Each intra-domain path is adver-
tised as a virtual path between a border node, and this mapping
allows for exact mapping of working and backup paths during
the inter-domain path computation.

Results show that multiple intra-domain protection schemes
suffer from the lack of global information while being locally
optimal. On the other hand, traditional HiTA techniques
can create scalable inter-domain protection mechanisms but
suffer from lack of intra-domain information. The Map and
Route OSSP is a possible combination of the two techniques

which also gives intra-domain information in the inter-domain
aggregated topology and can therefore be used to obtain an
optimal trade off between the two techniques.

4) Virtual Path Protection: Virtual path protection refers
to the case where a tradeoff is created between a protection
scheme which reserves a protection path before a fault happens
and a scheme where a fault triggers discovery and set up of
the protection path. In such a scheme proposed in [33] for
optical networks, a protection path with available resources
is discovered but not reserved. A probe packet is sent by the
source at regular intervals to ensure the availability of the
protection path. If the protection path becomes unavailable
due to the setup of another connection, the source node tries
to discover another available protection path. In an event of
a failure in the network, a new path setup request is sent on
the discovered protection path. The setup request is subject to
failure depending on the availability of a protection path and
the frequency of the probe message. Also, the time required
to set-up the backup path must be taken into consideration.

E. Control Plane Interactions

In a multi-domain scenario, domains operate on different
control planes. To share control information between do-
mains, an inter-domain control plane interaction mechanism
is required. The first standardization efforts to address inter-
domain issues in optical networks came from the Global
Lambda Integrated Facility (GLIF, www.glif.is). Most of the
last GLIF meetings of the Control Plane working group
were almost entirely dedicated to the inter-domain issues and
interoperability. In the area of Grid networking, significant
past research, as described in [57], has been conducted to
address the applicability of inter-domain control protocols and
architectures which existed in the area of optical networking
since late nineties. Recently, more efforts are underway to
address the integration of Gigabit Ethernet (GbE) technologies
within carrier networks [58]. An open standardization issue
is the design of a mechanism to provision and control the
network resources within the multiple Ethernet domains.

In the absence of a standardized inter-domain control plane
interaction mechanism, two broad mechanisms have been
proposed to achieve inter-domain control plane interactions,
i.e., hierarchical and peer-to-peer (flat).

1) Hierarchical Control Plane Architecture: Hierarchical
control plane architectures have been proposed to unify inter
domain control planes while also supporting existing control
planes without changing them. A uniform control plane is
overlaid over the existing control plane, and routing and
other signaling information is exchanged on this control plane
which then instructs the domain-internal control plane to
perform the desired actions. Variations of this control plane
architecture have been introduced in [26], which proposes
the use of the 2-tier control plane architecture in a multi
domain optical network for grid computing, and [22] who
implements a similar architecture with a Path Computation
Element (PCE) embedded into the upper tier control plane.
Similarly, Lehman et al. [59] propose a two-tier control plane
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architecture as shown in Fig. 6. The domain controllers interact
with each other as web services to utilize the existing security
mechanisms in these services. The E-NNI, I-NNI and UNI
are used for interactions between different domain controllers,
domain controllers and the control plane, and end user with
the domain controller respectively. The UNI (User Network
Interface) has been developed to facilitate requests and estab-
lishment of connections dynamically between a user and a
provider. The OIF [60] defines the UNI as a mechanism which
defines the interfaces between the user and the provider, and
gives information about the signaling mechanisms, discovery
features and service offerings to the user. Similarly, the so-
called Grid-UNI has been standardized within the Open Grid
Forum, defined as a specialization of the UNI for scientific
applications [61]. The E-NNI (External Network to Network
Interface) defines standards to exchange interface, signaling,
discovery and policy information between two different admin-
istrative domains and the I-NNI (Internal Network to Network
Interface) defines standards for information exchange between
different network domains in the same administrative domain.

A service plane based hierarchical architecture is proposed
in [10]. The service plane serves as a uniform communication
plane between domains, where the service plane is used to
exchange topology information for routing. The service plane
also includes functions for admission and policy control for
each domain. However, the paper assumes the existence of a
mechanism to facilitate signaling between control planes of
different domains and uses this mechanism to exchange PCE
based path computation signaling messages as well as RVSP
messages for path setup.

2) Peer-to-peer (Flat) Control Plane Structure: A flat con-
trol plane structure consists of a single tier control plane in
each domain, with translators at the domain boundary. As
shown in Fig. 7, the translator at the edge of domain D1
converts outbound inter-domain signal to a pre-determined
protocol decided upon by the interconnected domains, which
is then translated into the protocol used in domain D3. Such
a mechanism is easy in its deployment as the translator only
operates at the edges and a single domain can talk to different
domains using different protocols. Flat control plane mecha-
nisms are proposed in the DRAGON [5] and CHEETAH [62]
frameworks, which introduce the Virtual Label Switch Router
to solve adaptation issues for non-GMPLS compliant network
elements within multiple domains. Inter domain control plane
messaging uses the GMPLS protocol, which are translated to
the local domain’s control plane protocol for inter-operability.

Recently, the GMPLS protocol suite is being enriched by
new functionalities equivalent to those defined for packet-
based MPLS, described in IETF drafts RFC4105 [63] and
RFC4216 [64] with their key components of reachability
and TE information, path computation and LSP signalling.
RFC4726 [65] specifies the framework for establishing traffic
engineered LSP across multiple MPLS/GMPLS domains. Path
computation can take place at the ingress Label Switched
Router (LSR) for an end-to-end LSP, or a per-domain LSP or
at a separate path computation element (PCE) in the domain,
as described in [53], [66]. LSP-signalling can be performed
in form of contiguous end-to-end LSPs [67], [68], domain

wise tunnelling with nested LSPs [69] or segment based
LSPs [70]. The RSVP-TE protocol extensions necessary to
control and select one of these mechanisms is described in
[71]. The crankback signalling mechanism is also added to
the MPLS/GMPLS signalling [72]. For increased reliability,
different methods are proposed in [73] to set up recovery LSPs
using per domain path computation.

Standardization efforts have also been made to inter-connect
the ASON and the GMPLS control planes. Okamoto et al.
[74] describe the challenges in interconnecting GMPLS and
ASON control planes to allow automatic end-to-end path setup.
They propose the use of an interworking function, which
can translate the signalling at the border nodes to facilitate
interworking between the GMPLS and the ASON frameworks.
An interworking function is proposed for the GMPLS border
nodes which can support different inter-domain connection
request scenarios. A field trial of the proposed function is
also presented in their work.

IV. AN EXAMPLE: MULTI-DOMAIN CARRIER-GRADE

ETHERNET

We now discuss the relative advantages of the different ap-
proaches and features on a hypothetical inter-domain Provider
Backbone Bridging-Traffic engineering (PBB-TE) routing ar-
chitecture. It is important to note that as of today there is
no standard or previously published work on inter-domain
provisioning within carrier-grade Ethernet domains and that
the example is for illustration only. Let us assume the network
which consists of multiple PBB-TE domains as shown in Fig.
8, where P stands for provider domains carrying Ethernet
traffic and D stands for core domains running carrier-grade
PBB-TE routers and switches. Our architecture should be
capable of setting up end-to-end working and protection TE
paths (tunnels) and guarantee QoS across the network. We as-
sume that domains are not allowed to share complete topology
information with each other and use either partial topology dis-
semination or mesh-like topology aggregation schemes. Route
determination can be performed by using either distributed
signaling protocols or PCE based architectures. We choose
a PCE based approach over a signaling approach as the PCE
approach always gives a better path as compared to a signaling
based approach.

Let us assume a hierarchical PCE architecture similar to
ASON networks (Fig. 8). The hierarchy implies that each tier
is looking at a reduced view of the network, which leads to
a simplified path computation problem. A hierarchical PCE
model also implies that link state updates are sent to the PCE,
and each PCE in turn sends a more compact link state update
to the higher level PCE. The controlled flow of information
implies that link state updates can be more frequent and can
allow for announcement of multiple paths between border
node pairs calculated based of different constraints such as
delay, bit error rate, jitter etc. It should be noted the PCEs
at the highest hierarchy peer with each other to exchange
topology information. In addition, PCE approaches are also
efficient in formation of end-to-end link disjoint paths as com-
pared to other proposed signaling and topology aggregation
mechanisms.
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Fig. 6. Hierarchical control plane architecture as proposed in [59]

Fig. 7. A flat control plane architecture

During a path setup, all PCEs at the highest level of
hierarchy talk to each other in order to determine the optimal
path before setup. It should be noted that in highly dynamic
network operations, high delays between the PCE signaling
for path determination and signaling for path setup may lead
to requests being blocked in the network.

Let us assume that an end-to-end tunnel with QoS guaran-
tees has to be set up between edges E1 and E12. To determine
the path to setup the red tunnel as shown in Fig 8, edge E1
in domain D1 queries the PCE 1.a for a route to the customer
node in provider domain P4. As the destination E12 is not in
the same domain, the request is forwarded to higher level of
hierarchy, i.e., PCE 1. From prior information exchange, i.e.,
routing update which is exchanged periodically with PCE 2,
PCE 1 knows that the destination is in the routing area defined
by PCE 2. PCE 1 queries PCE 2 for path information to the
destination from the edge routers, and then determines the
optimum path. This information is then sent back to E1 which
initializes the signaling process illustrated in Fig. 9. The path
information does not contain hop-by-hop path details, and the
domain PCE is consulted at the ingress for the detailed intra-
domain path. In order to set up the tunnel, E1 first signals
a PBB-TE tunnel initialization message to E3. The signaling
process blocks resources at all intermediate nodes along the
path. E3 forwards the path message to E4, and waits for a
confirmation from E4 before replying to E1. Similarly, E4
sends the setup message to E5 which forwards it to E11
and waits for the confirmation message. E11 forwards it to
E12, and E12 sends a reply to E11. Once the tunnel E11-

E12 is formed, E11 sends a confirmation to E5. E5 sends the
confirmed reservation response to E4, and creates a mapping
between the local tunnel to the inter domain tunnel. The
mapping creates a relation between the backbone destination
address and the backbone VLAN identifier (B-DA, B-VID) of
the local tunnel i.e. (MAC E5, VID 2) to the (B-DA, B-VID)
of the inter domain tunnel i.e. (MAC E12, VID 4). A similar
mapping is created at E3 by creating a mapping from (MAC
E3, VID 1) in D1 to (MAC E5, VID 2) in D2. Data transfer
can be started when signaling is terminated at E1.

In case the PCE cannot find a suitable path in a domain, the
tunnel reservation is cancelled and a message is sent upstream
to release the reserved resources. If neither confirmation nor
a cancellation message is received, reserved resources are
released after a preset timeout.

The example depicts a QoS path set up by creating TE
paths inside each domains and then ”stitching” them together.
Different domains in the network may be operating on dif-
ferent control planes. While PCEs interact with each other
using the PCEP signaling protocol as defined in [75], signaling
between different control planes is facilitated by using the E-
NNI architecture to interconnect different domains at the edges
to form a flat control plane structure.

Although mechanisms are in place to perform inter-domain
peering and provisioning, as seen in this example, a number
of challenges still remain. For instance, in a pure PBB-TE
architecture, destination nodes are identified by their MAC
addresses. While routing in each domain only requires infor-
mation about MAC addresses in the local domain, global MAC
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Fig. 8. An example PBB-TE network with PCE-based hierarchical routing areas

address information is required to during setup of inter-domain
paths. The flat addressing scheme of Ethernet MACs will
lead to large lookups in such a scenario, thereby limiting the
scalability of the system. Other open issues, such as protection
and QoS, are summarized in the next section.

V. OPEN ISSUES

A. Routing Scalability and Inter-domain Path Computation

The success of the BGP protocol in the Internet makes
a compelling case for use of path-vector protocols in large-
scale networks. The path vector protocol has the highest
scalability of all the approaches discussed above. The reduced
information as advertised by path vector protocols implies that
the information can be spread easily and is less susceptible to
fluctuations in the network. However, the path vector protocols
do not address problems with multi-layer-multi-technology
path determination. It should also be noted that as path-vector
algorithms have large recovery times from routing information
failures, which also need to be taken into consideration.

Aggregated topology schemes are not as scalable as ad-
vertised inter-domain capacity and other TE parameters may
change due to fluctuations in intra-domain traffic. On the other
hand, aggregated topology schemes provide a more accurate
description of resources available in various domains for inter-
domain traffic and are therefore better suited for QoS rout-
ing. To increase scalability of topology aggregation schemes,
mechanisms must be put in place to reduce fluctuations in the
advertised resources. A possible mechanism can be to reserve
resources for inter-domain connections in advance, so as to
ensure that available inter-domain capacity is not affected by
changes in intra-domain traffic.

Distributed routing algorithms and signaling approaches,
although scalable, are susceptible to inefficient resource uti-
lization. On the other hand, PCE based approaches are known
to provide better path selection than distributed routing ap-
proaches. The routing area aggregation approach proposed
for ASON networks [29] allows for routing scalability, and

reduces the signaling load in the network. PCE based architec-
tures are also ideally suited for multi-layer routing problems.
However, PCEs are a single point of failure in the network,
thus requiring failover mechanisms.

Scalability has been recognized as an important challenge
for PCE design. Future work will have to explore in detail
the potential of pre-computation schemes in conjunction with
path computation schemes to improve the performance in the
network, both in the control plane and the data plane.

B. Reliability

We have discussed different protection mechanisms that
can be deployed in an inter-domain scenario. It should be
noted that these mechanisms may be deployed simultaneously
in the network, with the choice of protection mechanism
governed by the cost of deployment and the criticality of
the connection. From the presented schemes, shared path
protection and per domain dedicated path protection schemes
are the most scalable and promising mechanisms for inter-
domain path protection. While end-to-end link disjoint path
protection is desirable, the high cost involved in discovery and
setup of end-to-end link disjoint paths prove a major hindrance
for the same.

Shared path protection mechanisms can be applied suc-
cessfully for layer 2 networks, where data can be groomed
easily into shared segments. However, for layer-1 optical net-
works without wavelength conversion, shared path protection
schemes are not desirable as the constraint of wavelength con-
tinuity increases the amount of information exchange required
between domains, thus reducing scalability. Per-domain dedi-
cated path protection schemes may be better suited for inter-
domain all optical path protection. However, issues related to
signal attenuation due to shared paths has not been addressed
in present works.

C. Admission Control and Billing

In a multi-domain network, it is imperative to have an
admission control and billing model, which can decide if a
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Fig. 9. End-to-end tunnel setup in example PBB-TE network

connection request is authentic and has sufficient privileges to
set up a connection across the domain. While each domain
typically has proprietary Authentication, Authorization and
Accounting (AAA) mechanisms in place today, uniformity in
the billing model will ensure smoother operations and easier
accountability. A uniform AAA mechanism can possibly lead
to establishment of dynamic Service Level Agreements (SLA)
against static SLAs currently in place. To do so, inter-domain
AAA interactions must be standardized. Hierarchical control
plane proposals such as [26] propose the implementation of
AAA in the global control plane layer. As against AAA in flat
control planes, hierarchical AAA implementations ensure that
there is uniformity in the working of AAA services, and AAA
interactions between peering domains are well defined. In [76],
a method is proposed for secure reservation and admission
which ensures that (a) users pay for resources that are available,
(b) users cannot block resources without paying for them, (c)

requests to the various elements of the provider network are
suitably authenticated (d) successful reservation of a resource
implies that this resource is available so possession of a
reservation implies admission. The key proposed innovation
of this architecture is the ability to handle decentralized access
control through the use of credentials.

D. Multi-domain QoS

The lack of standardization of service classes in the net-
work require that QoS parameters be discovered during path
setup. Different mechanisms have been proposed to discover
certain QoS parameters in a path in a network. While some
approaches [47] use a signaling based mechanism to measure
parameters in the network, other approaches include QoS
constraints in the SFP [47] algorithm, and broadcast QoS
parameters of the advertised paths.
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The first step in providing end-to-end QoS requires standard-
ization of QoS service classes and measurement mechanisms.
After standardization, discovery of QoS paths in the network
will require that each domain announce the presence of these
QoS paths. While this increases the number of updates in the
network, a hierarchical routing area approach can be used to
reduce the signaling overhead in the network.

Billing and monitoring of QoS services in multi-domain
scenario poses another challenge in the context of current net-
works. Network Management Systems (NMS) of neighbouring
domains can be interfaced to exchange operational information
useful in monitoring specific inter-domain paths. However, the
diversity in existing NMSs implies that this scheme may not
be scalable. Billing and monitoring services require that a trust
mechanism must exist between the source domain and all the
intermediate domains along the inter-domain path. A possible
mechanism can be to introduce an authentication mechanism
where a domain can authenticate with non-neighbouring do-
mains in the network. One such mechanism has been proposed
in [81], where the source domain has a trust agreement with
each remote (transit/destination) domain. Public certificates
are used to sign PCEP messages to authenticate the source,
while special tokens are included to validate authorization for
requested path in each remote domain. The PCEP message
also carries a token from each of the remote domains to the
source, which are later introduced in the RSVP messages
to couple authorization used in path computation with au-
thorization for path setup. By forming a trust relationship
with non-neighbouring domains, billing as well as monitoring
information can then be shared securely between domains via
the control plane.

E. Control Plane Interworking

Ideally, the same control plane architecture should be
deployed over all domains for multi-domain networks. A
single control plane will ensure seamless integration between
domains and is also easier to upgrade. Interfacing between
multiple domains is not the ideal solution as it can lead to
complex interworking functions required to translate control
plane messages between domains and will be cumbersome to
manage and upgrade. The hierarchical control plane approach
can simultaneously support the development of a uniform
control plane while easing the transition by allowing pro-
prietary control planes to interface with the global control
plane. However, in the absence of a clear choice of a single
global control plane, peering mechanisms must be developed
to interface the dominant choices of control planes. In the
present scenario, where a few largely accepted control plane
architectures such as ASON and GMPLS are present with
other proprietary control planes, hierarchical interfacing ap-
proaches must be used to deploy GMPLS or ASON as a
uniform overlay, while peering approaches must be developed
to perform interworking between the GMPLS and ASON
control planes. This simultaneously supports the development
of GMPLS and ASON as future control planes for multi-
domain networks while proprietary control planes to interface
easily with these architectures.

F. Dynamic Peering

Peering in inter domain networks has been facilitated by
the use of physical interconnects between two domains and
by exchange points. Exchange points (IX) have been widely
used to interconnect multiple domains in a network with re-
duced cost. When multiple domains want to establish peering
agreements amongst themselves, new connections must be laid
to interconnect the border nodes of the two domains. This
implies that a large number of back-to-back links (physical
circuits) must be drawn to interconnect all domains. Exchange
point architectures convert the physical mesh topology to a star
topology, and virtual circuits can be formed over this physical
topology to generate a logical mesh interconnection.

Exchange points have been traditionally used to create
peering agreements which are static in nature. Exchange point
architectures have been developed for various technologies
like MPLS, Ethernet etc, which form tunnels between con-
nected domains. However, the exchange point architecture is
ideal to create dynamic inter domain peering in the layers
below IP. Exchange point architectures have been proposed
for MPLS [77] and GMPLS [76] networks which utilize the
ability of these networks to set up LSPs which can then be
used as forwarding adjacencies. MPLS/GMPLS indicates a
freedom in the choice of transmission technology used by
the providers connecting to the exchange points, and also
removes proximity constraints as posed by older Ethernet
exchange points. Next generation commercial exchange point
models have been proposed [76], [78], [79], [80] which allow
trading of network resources between interconnected parties.
Such a framework can be extended to form dynamic service
level agreements (SLA) for short sporadic durations, and pre-
reservation of resources can effectively lead to the formation
of a commodities market situation.

VI. CONCLUSIONS

In this paper, we presented a survey of issues and challenges
of inter-domain peering and provisioning of use in L2 and
WDM based on optical transport networks. Specifically, we
identified issues of inter-domain topology dissemination, rout-
ing, delivery of QoS, signaling for connection setup, protection
and control plane interactions as key factors. A review of the
existing literature was presented to give an understanding of
the problems existing with present technologies and present
challenges in inter-domain provisioning. To understand the
challenges arising in the evolving technologies, such as carrier-
grade Ethernet, we presented a hypothetical architecture for
multi-domain PBB-TE networks and showed that the proper
mix of features and technologies is necessary when forming
an inter-domain model. Finally, we highlighted open issues
pertaining to scalability, reliability, multi-domain QoS, control
plane interactions and dynamic peering which need to be
addressed in the future. Our main findings are that scalable
mechanisms are required to perform routing in multi-domain
networks and that pre-computation schemes need to be ex-
plored in conjunction with path computation schemes such as
the PCE to improve the performance in the network. We high-
lighted the problems arising due to the lack of standardized
QoS metrics which needs to be addressed in the future. To
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Acronym Abbreviation
AAA Authentication, Authorization and Accounting
AS Autonomous Systems
ASON Automatically Switched Optical Networks
ATM Asynchronous Transfer Mode
B-DA Backbone Destination Address
BGP Border Gateway Protocol
BRPC Backward Recursive Path Computation
B-VID Backbone Virtual Local Area Network identifier
COPRP Constraint-based Optical Path-vector Routing Protocol
DiffServ Differentiated Service
E-NNI External Network to Network Interface
GbE Gigabit Ethernet
GELS GMPLS controlled Ethernet Label Switching
GLIF Global Lambda Integrated Facility
GMPLS Generalized Multi Protocol Label Switching
HiTA Hierarchical Routing with Topology Aggregation
IDRA Inter Domain Routing Agent
IETF Internet Engineering Task Force
I-NNI Internal Network to Network Interface
IP Internet Protocol
IPTV Internet Protocol Television
ITU-T International Telecommunication Union

Telecommunication Standardization Sector
IX Exchange Point
L2 Layer 2
LSP Label Switched Path
LSR Label Switched Router
MAC Media Access Control
MPLS Multi Protocol Label Switching
MPLS-TP Multi Protocol Label Switching Transport Profile
NMS Network Management Systems
OBGP Optical Border Gateway Protocol
OBS Optical Burst Switching
OIF Optical Internetworking Forum
OSSP Overlapping Shared Segment Protection
PBB-TE Provider Backbone Bridging Traffic Engineering
PCE Path Computation Element
PNNI Private Network to Network Interface
QoS Quality of Service
RRO Route Record Object
RSVP Resource ReSerVation Protocol
RWA Routing and Wavelength Assignment
SAN Storage Area Network
SDH Synchronous Digital Hierarchy
SLA Service Level Agreement
SONET Synchronous Optical Network
SPF Shortest Path First
SSP Shared Segment Protection
TE Traffic Engineering
UNI User Network Interface
VID Virtual Local Area Network Identifier
VLAN Virtual Local Area Networks
VPN Virtual Private Network
WDM Wavelength Division Multiplexing

speed up deployment in existing networks, we point to the
fact that control plane interactions need to be standardized
and a uniformly accepted control plane framework should be
identified.
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