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Abstract—We present an novel analytical framework for mod-
eling current IP offloading schemes and show their compar-
ative performance. We analyze relevant parameters, including
IP routing re-convergence time, the number of affected IP
routes, and the cost of circuit capacity used for offloading. Our
results show that emerging offloading solutions based on invisible
bypasses can better maintain network stability and reduce the
routing reconfiguration effort compared to the traditional traffic
engineering approaches that modify the IP routing.

I. INTRODUCTION

Network operators currently operate their networks at about
30%-40% link utilization to deal with unexpected traffic surges
as well as failures in the IP network [1]. The exponential rise in
IP traffic however, requires link capacity upgrades every 6-12
months to maintain the required utilization levels which will
soon limit the scalability of legacy IP networks. To cope with
the same, carriers are exploring the use of Dynamic Circuit
Services (DCS) to offload excess IP traffic onto dynamic
circuits established on the fly. Recognizing the fact that most
routers are commonly co-located with circuit switches based
on optical transmission and that cost of optical switching is
independent of the data rate [2], IP offloading may prove
essential in paving the way for integration of IP services on
new carrier-grade technologies.

However, coordinating operations between circuit and
packet networks is non-trivial. Adding capacity via dynamic
circuits in IP networks poses significant planning as well
as operational complications. A new link in the IP network
can trigger routing re-convergence, which in turn affects the
traffic in other parts of the network, and must be taken into
consideration in the planning phase. Moreover, it leads to
a temporary network outage observed during the IP routing
re-convergence and requires significant reconfiguration, most
critically in the Event Correlation Database (ECD). In this
reconfiguration, which needs to be fool-proof in order to
ensure that any network outage can be identified and dealt
with quickly, the ECD must not only examine the events whose
triggers contain data loss in that particular IP flow, but must
also update all failures associated with elements along the
new data path of the IP flow. For these and other reasons,
it is unlikely that any revolutionary dynamic ”multi-layer”
networking solution will be deployed in the near future.

In this paper, we develop a novel analytical planning model
and present a comparative performance analysis of various
offloading scenarios in the context of Internet architecture
evolution. We assume a typical network, where routers are

co-located with transport switches (e.g. SDH/SONET, WDM,
MPLS-TP) and where dynamic circuits can be setup in two ba-
sic scenarios: 1) to upgrade the capacity of an existing IP link,
2) to create a new link between a pair of IP routers. In addition
to this two basic scenarios, we analyze the case where setup
circuits hidden from the IP routing service [4]. To this end,
we developed an comprehensive1 analytical framework, which
can determine the optimal location and capacity required for
provisioning dynamic circuits for a traffic offloading operation.
The results show the that the latter approach carries significant
potential in the evolution of the Internet.

II. OVERVIEW OF IP OFFLOADING MECHANISMS

In a typical IP network, routers are interconnected with
high-bandwidth leased lines forming the IP topology and use
a shortest path first (SPF) routing variant, such as OSPF.
Services on the IP network can also use explicitly-defined
manually-configured routes defined via policy-based IP rout-
ing [6] or via statically-routed MPLS tunnels. Typically, due to
the complexity of configuration, carriers only provision high
guarantee services such as MPLS VPNs using statically-routed
MPLS tunnels and regular Internet traffic is routed either
over pure IP or via MPLS using LDP. The transport network
cloud is assumed to be reconfigurable, such as a WDM
network that consists of ROADMs (reconfigurable optical add-
drop multiplexer) connected by optical fibers and supports a
dynamic circuit service which can set up circuits on the fly.
Since most routers are co-located with transport switches, and
use leased line services on the transport network to generate
the IP topology, we assume they can also use the dynamic
circuit service to add additional capacity in the IP network.
The latter is classified into two categories:

A) Offloading with circuits as new IP links: This is the
traditional Traffic and Network Engineering scheme [5] where
a new circuit is advertised as a new IP link in the SPF routing
protocol; this action typically triggers routing re-convergence.
Depending on the size of the SPF area, an ISP may experience
a temporary service outage during the re-convergence. While
efficient in terms of utilizing added capacity, this mechanism
may lead to significant routing changes in the IP network,
and it also triggers reconfiguration of monitoring and failure
detection services.

1For readers novices to optimizations, the original long version of the
analysis can be obtained from the authors directly.



B) Offloading with circuits not advertised in IP routing
service: This mechanism was first introduced in Lambdas-
tation [7], a circuit setup system used in large scientific
networks. In order to provide DCS setup control to the
operator, either and API or flow-based selective offloading
approaches like [8] can be used, wherein providers attempt
to identify high-bandwidth long-lived flows and offload them
onto dynamic circuits established between edge routers. The
effectiveness of this approach is limited by the quality of
the flow classifier used. The edge-to-edge constraint in this
approach however does not allow for optimal utilization of
resources, especially those in the middle of the network
where a circuit can be used for aggregated flows also. In
our past work [4], we proposed a mechanism to establish
dynamic circuits between any two IP routers as invisible
optical bypasses between any pair of routers, not just edge
routers. The bypasses of this kind do not interfere with the
IP routing service to offload traffic which contains multiple
multiplexed flows. To ensure that bypasses do not affect IP
routing, we create bypasses between routers only for flows that
use these routers on the original IP routing paths2. Specialized
forwarding mechanisms like policy-based routing are then
used to divert flows onto the bypass at the ingress router.

III. COMPARATIVE ANALYSIS

In this section, we provide a novel analytical framework
based on Integer Linear Programming (ILP) for modeling
IP traffic offloading which incorporates the above-mentioned
scenarios, dynamic circuits with and without IP link advertise-
ment in IP routing. To this end, we first present the generic
framework description, followed by modeling.

In the framework, we assume to have information about
the IP and the transport network topology and their inter-
connections, and the traffic and routing information in the
network3 The transport network topology is defined by the
graph Gp(V p, Ep), with vertices vp

i ∈ V p and edges ep
ij ∈ Ep,

and the IP network topology is defined by Gl(V l, El), with
vertices vl

i ∈ V l and edges el
ij ∈ El. Note that the edges in

El represent the static leased lines used in the network, and
the constant Lij indicates if a static link exists from vl

i to vl
j .

The topology information also contains information about
the capacity of the links in the IP and the transport network,
given by Cl

ij and Cp
ij respectively. In case the link does

not exist, the capacity is set to 0. We note that there may
be different services running simultaneously in the network.
Given that there are Q services in the network, the total traffic
for a service q ∈ Q entering the core network at vl

s and
leaving the network at vl

d is given by λq
sd in terms of the

required capacity (in Gb/s). It is assumed that for each service
q, a unique (single) routing path is used between a pair of

2This condition is important, see [4].
3Topology information can be obtained via the network management system

and interconnection information is configured manually. Routing information
for SPF variants can be extracted via passive monitoring [9] typically used in
commercial IP/MPLS networks, or by probing individual routers using SNMP.
Obtaining the traffic matrix is however fundamentally difficult [10], and in
this paper version, we do not consider the traffic matrix estimation methods.

(source, destination) routers. The routing in the IP network is
represented using the boolean routing constants ψ(q)sd

xy and
ψ(q)sd

xy(ij). ψ(q)sd
xy indicates if the IP route for service q ∈ Q

from vl
s to vl

d crosses the routers vl
x and vl

y (in that order,
x 6= y). Note that vl

x and vl
y need not be neighboring routers

in the network. The boolean ψ(q)sd
xy(ij) indicates if the link el

ij

lies on the IP route for service q ∈ Q from vl
s to vl

d between
the routers vl

x and vl
y (x 6= y). Note that ψ(q)sd

xy(ij) ≤ ψ(q)sd
xy .

Given that most transport networks and upcoming DCSs
traditionally only support fixed granularities, we assume that
there are T different granularities available for establishing
dynamic circuits, and for each granularity type t ∈ T , capacity
of the circuit is given by Ct

DC . A binary variable Xt
xy indicates

formation of a dynamic circuit of type t ∈ T from switch vp
x to

vp
y . In this formulation, for simplicity of presentation, router vl

i

in the IP network is assumed to be co-located with the switch
with the same index vp

i . All IP routers are also assumed to
have the capability to offload traffic over DCs. Theese are the
basic constraints of our model:

∀vl
i, v

l
j ∈ V l :

∑
t

Xt
ij ≤ 1 (1)

∀t ∈ T, vp
x, v

p
y ∈ V p∀ep

ij ∈ E
p : rt

xy(ij) ≤ Xt
xy (2)∑

i

rt
xy(xi) =

∑
i

rt
xy(iy) = Xt

xy (3)

vp
i ∈ V

p, i 6= x, i 6= y :
∑

k

rt
xy(ki) =

∑
j

rt
xy(ij) (4)

∀ep
ij ∈ E

p :
∑

t

(
Ct

DC

∑
xy

rt
xy(ij)

)
≤ Cp

ij (5)

∀el
ij ∈ El : Ĉl

ij = Cl
ij +

∑
t

Xt
ij · Ct

DC (6)

Costtxy = Costt ·Xt
xy +

∑
ij

P t
ij · rt

xy(ij) (7)

Minimize :
∑

t

∑
xy

Costtxy (8)

We constrain the dynamic circuits such that only one circuit
is instantiated between a source-destination switch pair during
an offloading operation (1). Additional constraints can also
be introduced to limit the offloading capability of IP routers.
Note that in both IP offloading scenarios presented in Section
II, a new circuit between neighboring routers only increases
the existing link capacity and the capacity of an existing link
el
ij after traffic offloading is given by Ĉl

ij (6). To determine
the cost of the IP traffic offloading, we assign a cost to
a) bandwidth used in the transport network by the dynamic
circuits and b) the interfaces used at the DC end-points. To
determine the cost of the bandwidth, for each link ep

ij ∈ Ep,
we assign a cost P t

ij for provisioning a circuit of type t ∈ T
on the link and use this in conjunction with the routing path
to determine the total bandwidth cost. The interface cost is
associated with activating a new interface or reserving capacity
on an existing interface at the IP router and for is given by a



constant Costt for a circuit of type t ∈ T . In this formulation,
the total cost of a circuit of type t ∈ T from vp

x to vp
y given

by Costtxy (7). Here, if a dynamic circuit is not established
(i.e. Xt

xy = 0, rt
xy(ij) = 0) Costtxy = 0. We minimize the

total cost of the IP offloading operation with (8)
We now provide the relevant formulation for both offloading

strategies. Given the numerous suggestions for IP offloading,
it is not possible to present all facets of different proposals
to date for space reasons. In this framework, we show how
to account for IP routing changes when operating under both
SPF and static routing, and also present a generic framework
for offloading using bypasses, which can be adapted to both
our proposal [4] and to the end-to-end DC approach.

A. Traffic Offloading with IP Routing Changes

In this approach, a dynamic circuit between non-
neighboring routers is represented as a new link, which in
turn impacts the IP routing. To model this behavior, a binary
variable L̂ij is used to indicate if a link exists in the IP
topology after offloading operation. Constraints (9) and (10)
ensure that L̂ij is equal to 1 if a link (Lij) or a dynamic circuit
(
∑

t

Xt
ij) exist between the nodes vl

i and vl
j . If neither exist,

(11) constrains L̂ij = 0. As dynamic circuits are introduced
as new links in this scenario, the updated link capacity (Ĉl

ij)
after offloading operation for all router pairs is given by (12).

∀vl
i, v

l
j ∈ V l, i 6= j : L̂ij ≥ Lij (9)

∀vl
i, v

l
j ∈ V l, i 6= j : L̂ij ≥

∑
t

Xt
ij (10)

∀vl
i, v

l
j ∈ V l, i 6= j : L̂ij ≤

∑
t

Xt
ij + Lij (11)

∀vl
i, v

l
j ∈ V l, i 6= j : Ĉl

ij = Cl
ij +

∑
t

Xt
ij · Ct

DC (12)

As routing can change with introduction of new links, a
binary routing variable r(q)sd

ij is introduced which indicates
if the route from vl

s to vl
d for service q ∈ Q uses the IP link

from vl
i to vl

j . The routing variable r(q)sd
ij is constrained by

the requirement that a link must exist from router vl
i to vl

j

(L̂ij = 1) for r(q)sd
ij = 1 (13).

∀q ∈ Q, vl
s, v

l
d, v

l
i, v

l
j ∈ V l : r(q)sd

ij ≤ L̂ij (13)

The routing variable is also used in (14) to ensure that the
link utilization does not exceed a fixed utilization threshold α.

∀vl
i, v

l
j ∈ V l :

∑
q

∑
sd

r(q)sd
ij · λ

q
sd ≤ αĈij (14)

The two commonly used routing schemes, namely static
routing and SPF routing (with re-convergence), differ in the
manner in which IP routing is configured after dynamic circuit
setup or release. We now present the unique constraints on
the routing in these models separately. Note however, that in
a single network, different services q can use different routing
schemes, and static routing and SPF routing can co-exist in
the same network.

1) Static (Policy-Based) Routing: Static routing allows the
operator complete control over the routing in the IP layer. As
mentioned before, we constrain the routing from vl

s to vl
d for

a service q to use a single path using (15) and (16) to ensure
routing continuity in the IP network, where constraint (15)
ensures that for any given service q, the route from vl

s to vl
d

uses one outgoing link from vl
s and one incoming link into vl

d

while (16) ensures the routing continuity from vl
s to vl

d.

q ∈ Q,∀vl
s, v

l
d ∈ V l :

∑
j

r(q)sd
sj =

∑
j

r(q)sd
jd = 1 (15)

q ∈ Q,∀vl
s, v

l
d, v

l
j ∈ V l, j 6= s, d :

∑
i

r(q)sd
ij =

∑
k

r(q)sd
jk (16)

Note that while the equations sum over all routers in the
IP network which may or may not be connected to the router
in question, (13) ensures that only routers which are directly
connected after offloading operation are considered.

Static routing allows very flexible re-routing of traffic during
offloading operations, and service constraints may be applied
in order to meet different service requirements.

2) SPF based routing: The SPF based IP routing follows
the basic tenets of routing continuity (15) (16) with two
additional requirements: 1) A route always use the shortest
path from source to destination, and 2) The routing decision
at a router is destination-based.

In this formulation, we define link weights for all IP links
and routing cost from a source to a destination router. We
assume that the link weight is pre-defined as wl

ij based on a
static metric. So when a dynamic circuit is established from
vl

i to vl
j , the IP link weight is given by wl

ij , and is otherwise
infinite (w∞). Using this definition, the actual link weight ŵl

ij

is given by the expression in (17) and the route cost from vl
s

to vl
d for the service q is given be the expression in (18). Note

that (18) is a non-linear expression. However, if a link does
not exist (L̂ij = 0, ŵl

ij = w∞), the routing variable r(q)sd
ij is

already constrained to be 0 by (13), and when L̂ij = 1, we
have ŵl

ij = wl
ij (17). Using this, (18) is reduced to (19).

∀vl
i, v

l
j ,∈ V l : ŵl

ij = L̂ij · wl
ij +

(
1− L̂ij

)
· w∞ (17)

q ∈ Q,∀vl
s, v

l
d,∈ V l : RCq

sd =
∑
ij

ŵl
ij · r(q)sd

ij (18)

=
∑
ij

wl
ij · r(q)sd

ij (19)

Using the cost function (19), we introduce the shortest path
routing constraints. (20) presents an upper bound on the cost
for reaching the destination vl

d from vl
s via an immediate

neighboring router vl
x which is equal to the shortest path

cost. This constraint in conjunction with the routing continuity
constraints (15) and (16) ensure that only the shortest routing
path from the source to the destination is selected.

∀vl
s, v

l
d,∈ V l, s 6= d : RCq

sd ≤ RC
q
sx + ŵl

xd (20)

In order to model destination-based forwarding, the
boolean variable FT (q)d

i (j) mimics a forwarding table, with
FT (q)d

i (j) indicating if at vl
i, the traffic for service q to vl

d



is forwarded over a link from vl
i to vl

j . (21) ensures that the
forwarding table at vl

i can only have vl
j as a next hop for any

vl
d if a link exists from vl

i to vl
j . (22) describes the relationship

between the routing r(q)sd
ij and FT (q)d

i (j), ensuring that for
a service q, if the route from vl

s to vl
d uses the link between vl

i

and vl
j , FT (q)d

i (j) = 1, while (23) ensures that the forwarding
table for a service q at any vl

i has one-and-only one next hop
choice for a destination vl

d.

q ∈ Q,∀vl
s, v

l
d, v

l
i, v

l
j ∈ V l, i 6= d : FT (q)d

i (j) ≤ L̂ij (21)

q ∈ Q,∀vl
s, v

l
d, v

l
i, v

l
j ∈ V l, i 6= d : FT (q)d

i (j) ≥ r(q)sd
ij (22)

q ∈ Q,∀vl
d, v

l
i ∈ V l, i 6= d :

∑
j

FT (q)d
i (j) = 1 (23)

B. Bypass-based IP offloading without routing re-convergence
In the bypass-based IP offloading model, a dynamic circuit

between non-neighboring routers is not advertised as a new
IP link. A boolean variable f(q)sd

xy indicates if the traffic for
service q from vl

s to vl
d is offloaded onto a bypass from vl

x

to vl
y , and (24) ensures that traffic is only offloaded when a

dynamic circuit exists from vl
x to vl

y . From the basic tenets
of bypass-based IP offloading as described in Section II, it
also follows that for a service q, traffic from vl

s to vl
d can

only use a bypass from vl
x to vl

y , if both vl
x and vl

y lie on
the original routing path, which is ensured in (25) using the
original routing information defined in the constant ψ(q)sd

xy .

q ∈ Q,∀vl
s, v

l
d, v

l
x, v

l
y ∈ V l, Lxy = 0 : f(q)sd

xy ≤
∑

t

Xt
xy (24)

q ∈ Q,∀vl
s, v

l
d, v

l
x, v

l
y ∈ V l, Lxy = 0 : f(q)sd

xy ≤ ψ(q)sd
xy (25)

The formulation does not constrain the number of bypasses
used along the routing path from vl

s to vl
d. However, two

bypasses used along the same route cannot overlap. For a given
service and a source-destination pair, overlapping bypasses
will have at least one IP link common in the overlapped seg-
ments, and (26) uses ψ(q)sd

xy(ij) to ensure multiple bypasses
which bypass el

ij are not used for service q from vl
s to vl

d.

q ∈ Q,∀vl
s, v

l
d ∈ V l, el

ij ∈ El :
∑

xy:Lxy=0

ψ(q)sd
xy(ij)·f(q)sd

xy ≤ 1

(26)
Constraints for the capacity utilization of the IP links and

the bypasses are defined in (27) and (28) respectively. In (27),
the original traffic on the link el

ij is given by λq
sd ·ψ(q)sd

ij and
the additional factor excludes traffic bypassed over el

ij .

∀el
ij ∈ El :

∑
q

∑
sd

λq
sd · ψ(q)sd

ij ·1−
∑

xy:Lxy=0

ψ(q)sd
xy(ij) · f(q)sd

xy

 ≤ α · Ĉl
ij (27)

∀vl
x, v

l
y ∈ V ls.t.Lxy = 0 :∑

q

∑
sd

λq
sd · f(q)sd

xy ≤ α
∑

t

Xt
xy · Ct

DC (28)

TABLE I
DATA OF AVAILABLE DYNAMIC CIRCUITS

Capacity (Gb/s) 1 2 5 10 20 50 100
Interface Cost 20 30 50 70 100 150 250

Cost/Hop 2 3 5 7 10 15 25

C. Decommission of Dynamic Circuits
After an IP offloading operation which installs dynamic

circuits, we now describe how to decommission dynamic
circuits in the network while ensuring that routing and ca-
pacity utilization constraints are met. We define a boolean
constant X̂t

xy which indicates if a dynamic circuit of type t is
currently provisioned from vp

x to vp
y . The objective function

(8) is then modified to incorporate the following: 1) no
additional cost incurred to keep existing dynamic circuits
and 2) Decommissioning of a dynamic circuit is associated
with a profit SwProf t

xy (29)(SW t is a profit associated with
decommissioning a dynamic circuit of type t ∈ T ). Note that
SwProf t

xy is non-zero only when an existing dynamic circuit
(X̂t

xy = 1) is decommissioned (Xt
xy = 0).

SwProf t
xy = X̂t

xy · SW t ·
(
1−Xt

xy

)
(29)

The objective function is now given by (30), where (1−X̂t
xy)·

Costtxy ensures that the cost of establishing a dynamic circuit
is not included if it was already commissioned while the term
SwProf t

xy incorporates the profit incurred by decommission-
ing a dynamic circuit.

Min :
∑

t

∑
xy

[(
1− X̂t

xy

)
· Costtxy − SwProf t

xy

]
(30)

IV. PERFORMANCE EVALUATION

In the performance study, we use the NSFNet topology (14
nodes, 40 unidirectional links) as a reference topology. Each
IP router is assumed to be co-located with a transport net-
work switch, with unlimited inter-layer (IP-transport network)
interface capacity. Each unidirectional transport network link
is assumed to be 100 GB/s carrier Ethernet and 7 dynamic
circuit granularities are supported as shown in Table I. We use
the traffic matrix from [11] which is scaled by 105 (all λss set
to 0). Initial IP routing is computed using SPF routing, and is
used to compute the initial traffic on all IP links. The static
IP link capacities are then set so that IP link initial utilization
is 60%. The max. utilization threshold α = 0.7.

The following mechanisms are used for comparison, i.e.,
1) Dynamic circuits added to existing IP links: IncrCap,
2) New IP link advertised with SPF routing: SPF,
3) New IP link advertised with static routing: Static,
4) New IP link advertised with static routing with a policy

restriction on hop count: StaticHR,
5) Bypass-based IP offloading: BBR

IncrCap is introduced to give a baseline costs involved
in offloading operations commonly used in current network.
To trigger a traffic offloading operation, two traffic loading
scenarios are used: 1) increase the traffic of five randomly
chosen source-destination pairs, while varying the percentage
increase in traffic and 2) vary the number of source-destination
pairs selected and increase the traffic on each selected pair by



70%. Results for each scenario are averaged over 100 random
cases using the Gurobi Optimizer [12].

Fig. 1 presents the average cost of offloading for the
different schemes. We see that IncrCap has the maximum
cost, while Static has the minimum cost. Due to a 10%
gap between the initial and max IP link utilization, re-routing
in the IP layer can reduce the capacity requirements for the
established dynamic circuits, and the scheme with highest
routing flexibility (Static) consequently has the lowest
cost requirements. Increasing the constraints(StaticHR) in-
creases the resource cost which is comparable to SPF. The
stringent constraints on offloading enforced in BBR leads to
higher costs as compared to SPF and the static routing based
methods. It is clear from the results if traffic increase is
permanent, the SPF, Static and StaticHR outperform the
bypass-based traffic offloading scheme significantly. It should
also be mentioned that a simple capacity increase cannot find
solutions when only smaller DCS granularities (upto 20 Gb/s)
are used while all other mechanisms can find a solution.

In case traffic fluctuations in the network are frequent, we
must also consider the operational stability of the network
which includes overheads for reconfiguration of routing. Each
service path that is re-routed observes a downtime during
routing re-convergence (in 10s of seconds [3]) and can affect
the performance of the services running on this network. We
must also consider the reconfiguration effort in the ECD. For
a single service, the reconfiguration is given by the the links
limited to only the original or the new routing path.

To illustrate the re-configuration effort involved with differ-
ent offloading schemes, especially in networks with frequent
changes, we perform a simple study. We first select 9 router
pairs (Step 1) and increase the traffic between each of these
pairs by 70%. In the next steps, we reset the traffic on two
of the selected router pairs to the initial value. Therefore,
Step 2 will have 7 , Step 3 will have 5 and Step 4 will
have 3 router pairs with increased traffic. For computing the
optimal solution at each step we use (30) which models the
decommissioning scenario and set SW t = 0.1 ·Costt. Fig. 2
shows the reconfiguration effort with the labels indicating the
average number of dynamic circuits deployed. In the (BBR)
scenario, each consecutive step involves the decommissioning
of approx. one circuit. Even with this highly dynamic behavior,
the total number of reconfigurations required is very low.
On the other hand, the (Static) offloading scenario exhibits
a large reconfiguration overhead even with few circuit de-
commissions per step. We observe a decreasing trend in the
number of reconfigurations required per step as the number of
possible routing configurations decrease with the number of
active dynamic circuits thereby limiting the number of routing
modifications in the (Static), (StaticHR) and (SPF) scenarios.

Our results indicate a trade-off between the offloading cost
and the reconfiguration overhead. Based on the expected fre-
quency of offloading, an operator may choose the best scheme:
networks requiring frequent offloading would employ BBR
to reduce reconfiguration overhead, while using StaticHR,
SPF or Static in case of infrequent offloading.
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Fig. 1. Cost of IP offloading vs % increase in load for 5 S-D pairs.
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Fig. 2. Reconfigurations Effort with subsequently reducing no. of S-D pairs
with increased traffic. Labels indicate the average number of dynamic circuits

V. CONCLUSION

In this paper, we presented the first analytical framework
for performance comparison of various IP traffic offloading
schemes using dynamic circuits. Our results show that while
traditional capacity upgrade solutions which advertise a dy-
namic circuit as a new IP link are the most cost efficient,
the emerging bypass-based offloading solutions significantly
improve network stability and reduce the routing reconfigura-
tion effort. From our results, it is evident that bypass-based
offloading schemes are better suited for frequent short-lived
offloading operations due to their low operational overhead,
while traditional capacity upgrade solutions are better suited
for quasi-static offloading operations.
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