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Abstract
Advances in technology enable researchers to incorporate increas-
ing amounts of user data into their research studies. However, direct
and indirect involvement of users and/or their data may negatively
affect users, e.g., via privacy violations or by exposing them to se-
curity vulnerabilities. Therefore, researchers must follow research
ethics principles and address their work’s ethical and social impli-
cations. This process is often guided and monitored by institution-
alized bodies and ethics committees, usually embedded in research
institutions and publication venues. Recent events in Computer
Science (CS) research on the boundary between human/social and
technical research highlighted limitations in this process. Ethical
reviews are effective when human involvement is evident. How-
ever, they are challenging for projects where human involvement is
indirect or not the primary focus, as is mostly the case in CS. This
led to cases where work was, e.g., initially authorized by the local
ethical review yet later found to be unethical by the community,
leading to the retraction of those papers. However, the potential
harm remains done. In this paper, we take a systematic approach
towards ethical reviewing procedures for CS. We do not advocate
patching the current system, enforcing it legally, or creating a uni-
form norm framework. Instead, we take a step back and revisit
the system as a whole: We first investigate the current practices of
ethical reviewing, which heavily rely on individual responsibility
and ex-post (after-the-fact) reviews and retractions. From that, we
propose a novel FEB Federation to address systemic shortcomings
of the ethical reviewing procedure in CS.

CCS Concepts
• Security and privacy→ Human and societal aspects of se-
curity and privacy; • Social and professional topics → Codes
of ethics.
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1 Introduction
Computer science-related research has long since departed from
a purely technological perspective. Instead, computer scientists,
starting with the human-computer-interaction (HCI) research com-
munity, but also beyond, started to consider ‘human and societal
factors’ in their work [8]. How the human factor materializes in
studies differs based on the scope of the specific work. This ranges
from directly related work, e.g., usability focused studies [26, 45],
or studies in which social effects are studied [13, 78, 82], to work
like censorship measurements [28, 36, 69] or mathematics [29].

Naturally, studies in some way concerned with human or societal
factors can raise moral and ethical concerns. This may be due to the
results of research work and its potential applications (e.g., systems
that directly influence consumers, like calculating credit scores or
compiling news feeds in social media), or by harming participants
and others while conducting the study.

However, morals can be perceived as a subjective issue that can
be influenced by a society’s values, such as national and cultural
perspectives and values and the standards established in specific
academic disciplines. What is considered moral in one part of the
world may not be regarded as moral in another, and acceptable
research in one community may be considered moral in another,
and vice versa. Consequently, ethical governance varies widely in
the CS community to ensure that CS research dealing with such
data complies with some ethical standards. Companies, govern-
ments, and organizations who claim leadership in the discussion of
technology ethics, like the Association for Computing Machinery
(ACM) and the Institute of Electrical and Electronics Engineers
(IEEE), focus on non-binding voluntary guidelines without any
enforcement mechanisms in case of scientific misconduct [3].
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However, in practice, these structures are not always effective
and sometimes even miss aspects of a study for which it later re-
ceives critical commentary, either from within the community, the
wider public, or the communities from which the participants were
recruited. This is especially frequent for studies that involve users
in experiments, e.g., by indirectly measuring users’ behavior dur-
ing daily internet use [59, 77], or by directly having them react to
certain events. Please note that to promote blame-free research, we
will refrain from passing judgment on the effects and motivations
of these studies and will refrain from explicitly referencing them
when possible. Instead, we refer to related work discussing such
cases in detail, e.g., [33, 41, 55, 75, 84] and will only describe one
example scenario in detail to illustrate these mechanics.

Universities carry different denominations like Research Ethics
Boards (REB), Research Ethics Committee (REC), Ethical Review
Boards (ERB), or the U.S.-based Institutional Review Boards (IRB),
which offer ethical oversight and/or governance. For brevity, we
refer to them all as ERB. However, for clarity and to distance
our proposal in this paper from the current systems in place, we
later (Sec. 5) introduce to the acronym FEB for such boards.

Example Case: In April 2021, a paper accepted to the IEEE Sym-
posium on Security & Privacy received widespread attention from
the CS community [89]. The paper aimed to investigate whether
malicious actors could submit patches introducing vulnerabilities
to the Linux Kernel project. To this end, the researchers submitted
patches for known issues to the Linux Kernel Mailing List (LKML),
which additionally introduced a new vulnerability. If a maintainer
accepted such a patch, the authors would notify the maintainers
about the hidden vulnerability and the study, therefore “un-blinding”
the specific participants.

However, due to the deception design, this study lacked informed
consent. Therefore, it was received with discontent by kernel main-
tainers, see, e.g., a public email exchange with the researchers [50].
Following increased public attention to this mail exchange, the
researchers’ institution retracted a press statement welcoming
the paper’s acceptance to the IEEE Symposium on Security & Pri-
vacy [23]. Furthermore, the paper was also retracted from the pro-
ceedings due to a lack of following ethical principles, namely the
well-established principles of informed consent, non-maleficence,
and non-deception [43].

Still, according to the authors of the paper, the ERB of their re-
search institution had reviewed the project and “determined that
this is not human research” [89], and therefore granted a formal
waiver of the exemption. However, the experiment’s outcome re-
quired the involvement of humans—a Linux Kernel maintainer who
had to reply to an email. The paper’s underlying research question
was clearly, “Do humans spot malicious code?” The unit of analysis
(UoA) was individual people. Nevertheless, this connection may
not have been apparent to an ERB that is usually concerned with
more direct human subject involvement, e.g., when visual stimuli
are applied to participants, leading to the observed outcome.

In response to this and the general issue of making ethical
judgments one way or another as a reviewer, the security
and privacy community started to implement ‘Ex-Post’ ethics
committees in several major venues. These committees are staffed

by community members and can be called in by reviewers if a
submitted work raises ethical questions. The ethical subcommittee
then assesses the case, discusses it with the authors, and may even
solicit additional out-of-band information from the authors, e.g.,
on submitted material to an ERB. This process should bring more
consistency into the ethical review process, i.e., prevent papers
from being rejected based on the subjective ethics of individual
reviewers while also being able to identify more broadly ethically
challenging work in the form of community self-regulation. See,
for example, the IEEE Symposium on Security & Privacy ’23
CFP [73]. Naturally, however, this approach still suffers from it’s ‘Ex-
Post’ nature, and - more generally - from the issue of hindsight bias.

Hindsight: There is a notable lack of clarity about what requires
an ethical investigation and/or the prior consent of participants. An
ERB, only following state-of-the-art guidelines for ethical research,
e.g., [5], would possibly authorize a measurement project on Inter-
net censorship if it does not require storing any user data. However,
there is a chance they do not consult other expert sources due to
a lack of domain knowledge. In that case, they tend to neglect the
risks when those measurements are carried out via resident proxies
in countries with politically motivated censorship.

In retrospect, especially after participants have complained [30],
judging whether something may not have been ethical is often
easier. Sometimes, such concerns are also raised during conference
reviewing, when more people with different perspectives assess
conducted research. However, since the experiments have
already been carried out and cannot be undone at the time of
the submission, those responsible for the publication have no
choice but to either withdraw the paper [90] or publish it with an
appropriate statement [77]. Still, at that point, harm has already
been done. Instead, these critical issues should be identified and
addressed during the initial design and review process. Even in
hindsight, it is sometimes impossible to trace the source of the
misjudgment or whether it was avoidable. Especially if one takes a
just culture [21] perspective. Hence, such cases demonstrate that
the present structures of ethical reviewing are insufficient to create
good outcomes. Good outcomes, here, are understood as outcomes
where minimal harm is being done, and the research itself holds up
to be considered ethical by relevant stakeholders.

Challenges in Ethical Review: Given the potentially varying
backgrounds and ethical frameworks researchers operate under,
we must address this problem systemically, i.e., not focused on
individual institutions’ and researchers’ responsibilities:

• The general system of handling ethics in CS must ensure
that ethical reviews are done before the experiments are
conducted.

• The system must ensure that researchers are necessitated to
provide the required information for the ethical review.

• Despite varying ethical perspectives, the ERB needs to have
the necessary domain knowledge to estimate where ethical
problems can occur.

• While the system may rely on all participants acting in good
faith and being unbiased, it should be resilient against human
error and mistakes.
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We argue that our current ethical review approach is structurally
inadequate for addressing the ethical challenges of CS research.
This inadequacy stems from a lack of responsibility or domain
knowledge and a belated involvement of oversight bodies,
limiting their impact on the research projects. As the direct or
indirect involvement of social data in CS research becomes more
widespread [11] and stakeholders widely recognize ethical issues
[4, 63], uniform and robust oversight procedures are needed. Such
a procedure for ethics review can lead to better oversight and
accountability in CS research, more transparency about how user
data is used and interpreted, and structures where people affected
by research can act accordingly. This serves the protection of
human subjects and ensures ethically responsible research.

Scope: Towards this goal, we rethink the CS community’s approach
to ethical reviewing in CS and introduce a new, unified system.
However, we do not propose a normative framework for what is
or is not ethical in CS research, nor do we advocate a legal basis
for the review. Instead, we strive to implement a framework that
ensures good outcomes (harm reduction and rough consensus) and
propose a procedure and interaction protocol for enabling ethical
reviewing. To further illustrate our framework, we focus on the
ever-growing field of Security and Privacy research as part of CS, a
discipline concerned with protecting users’ privacy and property
in the digital space. Still, our framework generalizes beyond this
illustrative scope.
Contributions: In summary, we make the following contributions:

• We systematically analyze the current limitations of ethical
review of research on the boundary between human and
social factors with CS.

• We propose a unified procedure for the ethical review of
research projects that does justice to a heterogeneous land-
scape of ethical values in different cultural and scientific
communities by adopting a system-oriented rather than a
normative approach to ethics.

• We analyze the participation incentives for universities and
research institutions and outline our approach’s implemen-
tation challenges that must be overcome to implement it in
practice.

Structure: The remainder of this paper is structured as follows.
First, we will provide background, terminology, and broader context
on ethical review and standards in Section 2. Next, in Section 3,
we conduct a study of the mandated ethical review procedures
in several countries across the globe. Based on our observations,
we derive requirements for our framework in Section 4, based on
which we derive the actual framework in Section 5. We then discuss
practical and implementation considerations in Section 6. Finally,
we conclude in Section 7.

2 Background
In this section, we first introduce terminology used throughout the
paper, including the concept of “harm”. We then provide a perspec-
tive on how ethics is being handled in CS research, discussing the
current de-facto standards in the form of the Belmont report [37]
and its updated successor, the Menlo report [5]. This also includes
a description of how current ERBs relate to research ethics and the
role they should fulfill in the social infrastructure of science.

2.1 Terminology
Within our work, we use various terms commonly used in ethical
discussions. To make these terms accessible and defined, we briefly
describe them here.

2.1.1 Ex-ante and ex-post. When discussing the ethics assessment
for a given research project, it is essential to have clear terms for
when the ethical review takes place. Naturally, two options exist:
either before or after the first experiment or measurement has been
conducted. We refer to these two as ex-ante and ex-post.

Ex ante. An ex-ante ethics review is conducted before a research
project conducts any work concerning the evaluated research, e.g.,
collecting data, performing experiments, or otherwise interacting
with participants. Ex ante reviews are commonly conducted by
ERBs in academic institutions by mandated legislative oversight
and regulatory bodies. Similarly, communities that have adopted
“study pre-registration” [67] sometimes integrate ethical review (or
provide proof this has been done) along with the pre-registration
process. An ex-ante review may have a preventive effect, i.e., it
occurs at a point in time when ethically unfeasible research can
still be prevented.

Ex post. An ex-post ethics review occurs when the research has
already been completed. Conferences or journals can integrate it
into the peer-review process and make it explicit. It can also occur
implicitly, e.g., based on uproar in civil society or the investigated
population after the published study. It may then be explicitly rel-
egated to, e.g., the scientific society/community review board in
which the concerned work appeared. In any case, despite poten-
tially punitive or restorative actions, ex-post reviews do not have
any leverage to prevent harm.

2.1.2 Ethics / Ethical. Philosophical ethics is concerned with the
distinction between right and wrong actions, what should or should
not be done for what reasons1. Research ethics investigates the eth-
ical dimensions of scientific research and research practices [71, 83].
This includes traditional topics of Responsible Conduct of Research
(RCR) like research misconduct, authorship, conflicts of interest,
data management, animal welfare, and human subject protections,
but goes beyond RCR in analyzing the external consequences of the
application of scientific research, e.g., the impact on society [83].
Further, research ethics is commonly concerned with whether a
specific research project should (not) be done, whether a project
is safe, what constitutes a risk, etc. Thus, when we discuss ethics
in this work, we refer to this specific subset of ethics related to
research practices or, even more specifically, along our example
ethics of Computer Security [56].

However, it is crucial to be aware that - unlike the physical and
social sciences - research ethics does not provide descriptive knowl-
edge [71]. Thus, the field of research ethics is an advisory authority
– it cannot establish values and norms on behalf of scientific re-
search and researchers. Since CS has no legally binding structures
for conducting human-subject research, ethical oversight is based
on two pillars: On the individual mindfulness of the researcher
to adhere to ethical principles and guidelines of their profession
(see, e.g., IEEE Guidelines), and institutionalized oversight bodies,

1See also “Applied Ethics”, e.g., at https://iep.utm.edu/applied-ethics/.
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the ERBs. The objective is to prevent potential harm to research
subjects. We argue that both pillars of ethical oversight to ensure
RCR in CS systematically fails to meet this objective.

2.1.3 Rough Consensus. Ethical considerations can be rooted in a
variety of philosophical traditions. Examples from Western philo-
sophical thought include deontology, utilitarianism, and virtue
ethics, but frameworks based on African philosophy (Ubuntu ethics)
and Confucian ethics are also well established. Principle ethics are
also frequently used in research, prominently argued by Beauchamp
and Childress in Principles of Biomedical Ethics with their concept
of globally converging moral norms [7]. Since the specific method-
ology for judging decisions and ethical frameworks is contested
and the subject of fierce discussion, we want to refrain from pre-
scribing any moral frameworks. We are discussing the governance
and oversight mechanisms employed to ensure ethical research,
not how to judge what research should be considered ethical. Each
ethical-normative system has its focus and employs fundamentally
different approaches. None of the systems is worse or better than
the others, but a “one size fits all” ethical approach is neither possi-
ble nor desirable. For an overview of how different ethical theories
view technological problems, we refer to [62].

Rough consensus is a concept popularized by the Internet Engi-
neering Task Force (IETF), a body that standardizes Internet pro-
tocols. Given the Internet’s environment, which often involves
diverging needs and opinions, e.g., among different vendors favor-
ing different implementations, the IETF adopted the concept of
‘rough consensus’ to establish whether a document or proposal is
adopted. Rough consensus, as detailed in RFC7282 [70], describes a
procedure focused on “lack of disagreement” instead of “presence
of agreement”, aiming for “[. . . ] all issues [being] addressed, but not
necessarily accommodated”. Therefore, it is a mechanic aimed at
forming progressing and adaptive standards within a community
with diverging viewpoints on individual aspects of these standards.

2.1.4 Harm. Defining harm is generally difficult2. One approach is
to consider objective harm, which occurs when an action has a uni-
versally recognized negative impact on an individual. This impact
could be physical, psychological, social, or moral, often disrupting
the individual’s well-being or ability to thrive. In the context of
research ethics, harms can vary widely. They might include failures
to secure informed consent, breaches of confidentiality concerning
personal details like sexuality or political beliefs, financial losses,
psychological trauma, or even physical injury, including death.

However, harm deeply interacts with what the harmed individual
perceives to be harmful [16], i.e., it is a subjective property. Hence,
when discussing harm, we naturally include all forms of subjective
harm as the organic superset of objective harm. This increases the
difficulty of preventing harm, as researchers must anticipate what
causes harm. However, it also clearly characterizes responsibilities
during the ethical review, i.e., that it has to entail reflecting on possi-
ble subjective harm. It must include appropriate domain knowledge
to conduct this reflection. Depending on the population on which
research is conducted, this may directly necessitate the involvement

2In recent years, the scope of research ethics has been broadened to include factors
such as the environment, animal welfare, and social welfare. As we are talking here
specifically about research ethics in the sense of human subjects research in (CS), we
use the term to avoid personal harm.

of community members. This is especially true as research involves
marginalized communities or communities under risk [8].

2.2 On the Ethical Aspects of Research
Moral philosophy and ethics, or philosophical ethics in general, is
the scientific endeavor of considering, evaluating, and discussing
moral questions [49]. In short, it’s about deciding what is right and
wrong and how to differentiate these positions. Narrowing this
question to research ethics means answering the question of which
research should or should not be conducted. Thus, research ethics
can only be an advisory authority that cannot establish values and
norms on behalf of science and researchers [72]. The biomedical
and behavioral sciences primarily use elaborate ethical frameworks
to navigate those challenges [52]. In the case of CS research, Kohno
et al. (2023) worked out an instructive paper on the normative
foundation of ethical andmoral discussions in computer science and
security research. We want to pick up on that work and propose an
actionable suggestion to implement the issues Kohno et al. outlined.
An important takeaway from this paper is that there is no unified
position on deciding on ethical challenges in computer science.
Approaches informed by ethical reasoning may result in different
conclusions by different people on similar or comparable ethical
challenges [49].

However, we want to avoid justifying the adherence to research
ethics anew in this paper. Therefore, we assume two positions: First,
research ethics is an integral part of science, and it is necessary
to adhere to the ethical conduct of research. Second, according to
van Heerden et al., we assume that in CS research, the fundamental
principles of conducting ethical, social research remain the same
[74], i.e., CS research should be subject to the same scrutiny and
oversight as other scientific disciplines. Extended work on research
ethics in CS has already been made by Macnish, Buchanan, Chris-
ten, and others [11, 15, 55], supporting this thesis. However, the
ethicization of technological conflicts implies shortcomings and
increased risk awareness concerning large-scale research using
personal data in CS and neighboring disciplines [46]. Consequently,
institutions such as the ERBs are an essential part of the social
infrastructure of science, whose task is to oversee adherence to
RCR and research ethics.

Nevertheless, as already described, there have been examples
of recent CS research projects where ethical issues either have
been neglected or research has been conducted that might not have
received ERB approval, or the decisions of ERBs were questioned
afterward by the conference reviewers [17, 47]. It should be noted
that this research was by no means illegal. This paper focuses on
ERBs as part of institutionalized scientific governance structures
directly influencing the process of knowledge production. Thus,
cases that rely heavily on obviously illegally obtained personal data,
like the Internet Census 2012 outlined in the Menlo Report [27], or
non-binding Ethics Committees or guidelines, are excluded.

2.3 On Guidelines and Ethical Principles
Moral philosophy and ethics are scientific fields that have existed
for several thousand years. Ethical frameworks offer valuable per-
spectives on technology and justice. The three classical approaches
in Western philosophy, virtue ethics, deontology, and utilitarianism,
offer various criteria for moral behavior and justice. They provide
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guidance on what ought to be done or omitted to promote hu-
man welfare, minimize harm, and create justice. As said in Sec 2.2,
these decisions may vary over geographical or temporal divides.
Regarding research ethics, common principles have emerged that
are mainly followed in human subjects research. As argued by
Buchanan et al., [11], research ethics have two major obstacles to
overcome in CS research:

• The established standards for human subjects research have
evolved from medical, biomedical, and behavioral research
perspectives, particularly within U.S. regulatory frameworks.
These regulations were crafted with these fields in mind
without explicitly considering technology-focused research.
Consequently, there exists a significant challenge in aligning
CS research with these established standards for human
subjects research [10, Ch. 74]).

• Computer Science is partially a formal science focusing on
mathematical optimization, algorithm development, logic,
and computer architecture, among other areas. Only a sub-
set of the discipline can be considered empirical research
that involves human subjects. The potential for harm in this
context is often more abstract than in medical, biomedical,
and behavioral sciences. For instance, there is an intuitive
distinction between a medical intervention on a person and
the exposure of a deanonymized IP address. This distinction
leads to two phenomena: computer science researchers often
lack structured training in handling human subject research,
and existing ethical governance institutions may not possess
the necessary domain knowledge to assess potential harm
to individuals adequately.

Common rules and self-governance are limited in effectiveness, par-
ticularly concerning emerging technologies. Specific technologies
cannot be tightly regulated within a research context because the
landscape constantly evolves, making it a “moving target”. While
numerous guidelines and recommendations exist for RCR [3], the
absence of strict enforcement mechanisms still leaves room for
potential harm.

In CS research, ethical principles often refer to the Menlo Re-
port and its precursor, the Belmont Report [5, 37]. They formulate
standards of conduct for human subjects research in the US, and
the Menlo report, in particular, was formulated with CS research
and development in mind. The following ethics principles were
formulated in the Menlo Report and provide an anchor for ERBs in
the US, whose task is to balance these principles to protect human
subjects against legitimate research interests.

Respect for the autonomy, privacy and dignity of individ-
uals and communities: This principle refers to the direct
handling of individuals and individual data. This stretches
from privacy, confidentiality, and copyright issues to in-
formed consent, a standard for human subjects research [74].
In the context of online data collection, this refers to the
problem of whether subjects are informed by the researcher
about data collection, monitoring, and what data is being
collected [87].

Beneficence: Beneficence refers to weighing relative risks for the
subjects against the research benefits. This principle is often

translated into the rule “do not harm”, which requires maxi-
mizing probable benefits and minimizing possible harms. In
the context of online data collection, this means, for example,
preserving anonymity and protecting identity. These harm
and benefit risks must be systematically assessed [87].

Justice: “Each person deserves equal treatment, and research ben-
efits should be fairly distributed according to individual need,
effort, societal contribution, and merit. Selection of subjects
should be fair, and burdens should be allocated equitably
across impacted subjects”. One challenge for this principle
is sampling bias due to self-selection, i.e., that the demo-
graphics of global Internet use do not match demographics
in terms of sociodemographic factors such as gender, age,
and socioeconomic status [5, 87].

Respect for law and public interest: Engage in legal due dili-
gence; Be transparent in methods and results; “Be account-
able for actions” [5].

However, due to the characteristics of CS research, it is becoming
increasingly challenging to implement these principles. ERBs are
often confronted with new ethical questions when overseeing CS
research. What ethical obligations do researchers have to protect
subjects’ privacy in public Internet spaces? How is informed con-
sent obtained and recorded by research subjects when conducting
large-scale social media research? Is deception an acceptable on-
line norm or harm [11]? In our conclusion, we argue that ERBs are
ill-equipped to tackle the challenges of CS research. The lack of
a unique tradition of Research Ethics in CS is further aggravating
this issue [55].

3 ERB Procedures Around the Globe
As mentioned in Section 2, what is considered the correct moral
choice differs by location, community, and society. Hence, ERB
structures and procedures also vary across countries. Scientific
research in CS is a global endeavor. Conferences and journals re-
ceive submissions from starkly different political, legal, and cultural
environments and generally don’t discriminate based on local le-
gal systems. Ensuring at least some sort of minimal consensus on
conducting responsible research is crucial. In this work, we take
a qualitative perspective on ERB setups, i.e., we provide diverse
examples of ERB implementations around the world but do not
claim exhaustiveness. For an exhaustive perspective, we refer to
existing studies that deal empirically with ERBs [2, 48, 60, 86].

Therefore, this section focuses on representative ethical gover-
nance structures that vary in their institutional and legal require-
ments: the United States, the European Union, China, India, and,
as a sample, Germany and Sweden, among others. We will also
briefly introduce the ethical governance structures of India and
China and touch on independent/commercial ERBs. We have se-
lected this set of legal and regulatory domains as they encompass a
broad spectrum of approaches to handling ethical issues in research
and represent a significant portion of the world’s population. This
way, we can highlight the benefits and disadvantages of varying
solutions to regulating ethical issues.

We focused on ERBs that are publicly available to individual
researchers and research groups employed by or affiliated with aca-
demic institutions. ERBs can be structured in very different ways.
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We have included commercial ERBs as their financial interest in
pursuing contracts with academic institutions inevitably leads to
a certain level of accessibility. We explicitly omit internal govern-
mental and military-specific ERBs, which US institutions heavily
employ. As we argue in Sec. 4.2, we claim transparency and an
open protocol approach to be crucial for such an institution. In this
case, their necessary secrecy and the unavailability of non-military
personnel means this is out of the scope of this paper. Also, military
research is not usually submitted for review at conferences and
journals in the CS community.

Please note that ERB structures are often designed for clinical
trials and hence imply biomedical ethics, which in turn strongly
influence oversight structures in CS. Therefore, examples of ERB
structures that are solely responsible for clinical trials are given
where no CS-specific structure was evident.

3.1 United States
In the United States, ethical approval is required for human subjects
research, but it is not being regulated by a single, nationwide agency.
Instead, it is governed by ERBs3 that are present at most if not all,
universities. These ERBs commonly create a set of forms that must
be filed by the principal investigators (PIs) of research projects [64].

The content on these forms and the requirements to be met
can vary widely between universities. For example, the University
of Connecticut has a list of forms relevant to conducting research,
which can be filled out [9]. In contrast, the University ofMinnesota’s
ERB has compiled several long PDF documents outlining require-
ments for conducting human research, spearheaded by a 117-page
“Investigator Manual” that contains numerous references to forms
and other documents to be studied prior to research [42]. Lastly,
several legal requirements surround issues of informed consent,
and depending on the funding source for a specific research project,
special requirements can be mandated. Most Federal Funding pro-
grams require an ERB approval for research, including Human
Subjects [65].

3.2 Sweden
Research concerning people or biological material at Swedish re-
search institutes must be approved by the Swedish Ethical Review
Authority (SERA [80]). This authority is in charge of approving any
research touching ethical questions. The process is highly regulated,
both bureaucratically and legally. The application process works
as follows: When research projects that (may) touch upon ethical
issues are drafted, an application to SERA is mandatory. It has to
contain a specially designed form with copies of all textual material
of the research on human beings (e.g., for survey studies, a copy
of the entire questionnaire must be attached to the application).
After submission and payment of a mandatory fee, a decision will
be made within 60 days and can result in an acceptance, rejection,
or acceptance with minor or major changes.

A further requirement is that it is mandatory to request ethi-
cal approval before the project’s actual start [79]. Additionally, if
an approved project does not start within two years of the final
acceptance by SERA, the waiver expires and has to be requested

3They are usually referred to as Institutional Review Boards because they often also
implement legal aspects.

anew, again resulting in a fee to pay. These scheduling constraints,
alongside the fact that all material that will be used during the
(human) trials or surveys has to be provided before the project
starts, require tight scheduling by the PI. After the project has been
approved, no changes to any of the material are possible except by
requesting a partial review of those changes. Legally, apart from
being required to ask for approval by SERA, any violation of the
ethical review rules can result in a fine or even imprisonment [58].

3.3 Germany
Ethical governance in Germany is legally mandatory for themedical
sector, specifically for research on drugs and medical devices. As
research and education in Germany are the domain of the federal
states, there are no competencies at the national level. In other
fields, there is no legally mandated ethical governance.

Research concerning personal data is also increasingly being
debated on whether mandatory ethics committees are necessary
[88]. This is due to institutional pressure and progressing standard-
ization within the Anglo-American scientific community. Currently,
there are no legally binding requirements for handling personal
research data beyond general provisions, e.g., the GDPR and its
national equivalent implementation. Existing non-binding guide-
lines are set by funding agencies such as the German Research
Foundation (“Deutsche Forschungsgemeinschaft”, DFG) and profes-
sional societies like the German Informatics Society (“Gesellschaft
für Informatik”, GI). Notably, though, while the German Sociologi-
cal Association does have its own ERB, the GI lacks such a body.
Thus, especially when it comes to handling personal data, the EU-
wide GDPR rules are the only legal framework that applies to such
research in Germany [18].

3.4 European Union
The European Union, as a supranational organization, forms a gov-
ernance layer atop national governance for its member states. Apart
from nation-level requirements, distinct EU-led legal frameworks
are emerging that further regulate the handling of sensitive user
data. Examples of this are the EUMachinery Regulation [19] and the
EU AI-Act [20]. These legal frameworks explicitly exclude research,
development, and prototyping and only apply after a product is
placed on the market. Thus, this legislation does not hinder aca-
demic research.

Specific standard rules for RCR can be found in the grant appli-
cations for the European Research Council (ERC) funding schemes,
which entail mandatory ethics self-assessment [31] and have the
character of non-binding guidelines. This assessment covers topics
such as human rights and protection of human beings, animal pro-
tection and welfare, data protection and privacy, health and safety,
environmental protection, and artificial intelligence [31, p. 23]. Any
ethical requirements are settled between the ERC and the grantee,
but apart from applicable national, international, and EU law, there
are no legally binding principles targeting research in particular.
Solely the ERC “strongly encourages” grantees to follow the ethical
principles laid out by institutions of the European Union.
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3.5 China
China has recently pushed to strengthen its own ethics oversight of
science and technology. This goes back to the case incident in which
a scientist presented the first genome-edited embryos without the
knowledge of the government [53]. An updated guideline was pub-
lished in March 2022 [91], requiring institutions to establish ethics
committees and review research concerning humans and animals.
The guideline also recommends revised ethics training in scientific
education. Notably, this guideline applies generally to science and
technology, i.e., not only to biomedical research and clinical studies,
and therefore goes beyond the requirements in, e.g., Germany. It
is not yet possible to foresee the impact of this strengthening of
ethical oversight [91].

3.6 India
In India, Ethics Committees (EC) are responsible for ethical over-
sight. These are located either at academic institutions or hospitals
or operate independently. India was a hub for commercial clinical
trials till the 2010s. There have been many irregularities, especially
around a lack of adequately trained personnel, heavy workloads,
and lack of administrative support. This gave the ECs the reputa-
tion of rubber-stamping research for the sake of protocol [81]. To
address this and establish a centralized quality control, the Cen-
tral Drugs Standard Control Organization (CDSCO) introduced the
required registration of ECs in 2013. Before conducting any clin-
ical study in India, it is mandatory to seek approval from an EC
registered with the CDSCO.

According to Thatte and Padmaja [81], additional regulations
brought additional transparency and accountability over the con-
stitution and practices of ECs. However, continuous monitoring
of ECs is still not standardized, and therefore it can not be con-
clusively assessed how successful these regulations were beyond
initial reports [68, 81].

3.7 Independent ERBs
Ethical oversight is predominantly only mandatory in the biomedi-
cal and behavioral sciences, i.e., where the need to protect human
participants is obvious. This kind of mandatory ethical oversight
in the US is bound to federal funding [6]. As mentioned before, all
research institutions that receive federal funding have to employ
some kind of IRB oversight, whether academic or independent. Us-
ing ERBs is not mandatory if there is no federal funding. Still, in its
place, industry and governments often employ non-binding ethical
guidelines [3].

Especially, pharmaceutical companies prefer using independent
ERBs for clinical trials, which are considered more efficient than
their academic counterparts [44]. Measuring whether academic
ERBs perform more or less efficiently than commercial ERBs is
difficult. Independent IRBs claim comparable quality to academic
IRBs, and in some countries, they are regulated by authorities like
the FDA [66]. These ERBs are not transparent, so this claim is
impossible to assess or confirm. The decision-making processes are
opaque, and there is no public record of the decisions. It should
also be noted that independent ERBs primarily focus on clinical
trials, and that is where most of their expertise can be found. As this
paper focuses on research ethics in CS, a comprehensive analysis

of independent ERBs is out of scope. However, their methods can
be revisited in the future when it comes to finding role models for
concrete implementation or as soon as independent IRBs have a
significant share in the ethical oversight of CS research.

3.8 Summary and Contextualization
Table 1 summarizes how the governance structures discussed in
this section integrate ethical reviewing of research within their
boundaries. However, this is only a small snapshot of reality. We
cannot claim completeness here, as it is hardly practicable to ex-
amine all existing structures. The number of approaches to this
topic shows one thing: researchers from different structures who
submit their work to the same conferences have to follow different
complex paths to ensure the ethical correctness of their work.

The Swedish system is highly centralized and legally manda-
tory, thus already taking place at the ex-ante step of any project.
Researchers must outline their data collection procedures so that
the SERA can identify potential ethical issues. As such, the mental
load on the researchers is fairly low, and the expectations are clear.
However, the prospect of paying a non-trivial fee before the assess-
ment has even started might prevent researchers from engaging
in projects that require handling of user data in the first place. In
addition, this carries the risk that researchers face financial issues
if the project is turned down.

Another concern is that the legal requirement for ethical reviews
can have a chilling effect on research more broadly. Since ethical
issues are governed by different principles than law, it can be diffi-
cult for individual researchers to decide whether they have to apply
for ethical review. This legal barrier, in addition to the high costs,
might make researchers more cautious as to what to research. In
2023, this has led to about 2,500 Swedish researchers signing an
open letter to the Swedish parliament, demanding reform.[76]

The ethical clearance process in the U.S. offers different insights.
While the requirements for ethical research and the criteria for
what is ethically problematic are much more elaborate, this comes
at a cost: Researchers have to study manuals with sometimes over
a hundred pages in advance.

This shows the need for globally standardized procedures. A
standardized set of requirements would reduce overhead, e.g., when
switching institutions, as once learned, they apply globally. Also, the
United States shows that decentralized procedures might impede
the efficiency and speed of ethical reviews since the institutions
cannot learn from each other and amass. The case mentioned in
Sec. 1 might have been flagged earlier if the responsible ERB had
access to other ERBs decisions on similar research projects.

Germany, lastly, does not require any ethical clearance for CS
research if the research project is connected to the requirements of
the EU and GDPR.While the European Union arguably has the most
rigid privacy laws, such as the GDPR, few regulations directly target
research. This means that as long as researchers do not break any
laws, their research is potentially legal4. However, such a generic
and broad legal regulation sets the outer boundaries of ethical
research practices. While ERBs need to evaluate individual projects,
a legal framework helps to capture unanticipated implications.

4Please note that what is legal is not necessarily ethical, while what is ethical is not
necessarily legal.
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Table 1: Overview of ERB systems discussed in Section 3, that
apply to CS.

Research Domain Obligatory Regulation Body

United States domain independent ✔ approval individual ERBs
Europe domain independent ✘* guidelines EU agency
Germany (Bio)medical Sciences ✔ approval individual ERBs

Computer Sciences ✘* guidelines individual institutions
India (Bio)medical Sciences ✘ guidelines national agency
China domain independent ✘ guidelines national agency
Sweden domain independent ✔ approval national agency

*In individual cases, restricted by legislation, e.g., GDPR.

4 Rethinking the Status Quo Procedures in CS
Research

In this section, we revisit the challenges of ethical review procedures
in CS. Combining the lessons learned from Sec. 3 and related work,
we outline the requirements for a novel framework design.

4.1 Challenges of ERB Procedures in CS
Research

Considering our observations in Section 2, the key challenges of
ethical review in CS research are timing, i.e., local requirements,
not necessitating ex-ante review, and local capabilities, i.e., the
reviewing body not able to identify ethical challenges. This results
in a similar effect as a lack of an ex-ante review, as the shortcomings
of the conducted ex-ante review only become apparent after the
ex-post. In addition to the timing of the ethical review, looking at
the governance and policy frame, we observe that:
• Ethical clearance in CS is mostly only required on an if need be
basis, i.e., not binding.

• In several cases, the ethical review procedures remain opaque,
i.e., not verifiable.

We consider these four issues when considering possible new proce-
dures for the ethical review of CS research. Considering the lessons
learned, it becomes evident that ERB procedures must be interna-
tionally standardized, easy to understand, and mandatory for every
research project. Additionally, the ERB procedures must be embed-
ded in established and battle-tested practices such as peer review
and grant applications so that both sides of the ethical clearance pro-
cess, reviewers and the researchers, rely on existing expectations
(e.g., what happens during a review).

To enable a fair and constructive ethical review, we advocate for
a standardized procedure taking place on the ex-ante level. This
allows questions of research ethics to be discussed beforehand, i.e.,
after the development of the research design and before experi-
ments are conducted. This way, consideration of research ethics
and a common framework are an inherent part of the research
process and no longer an afterthought.
Implementing a community-wide framework addressing these chal-
lenges would have benefits for the community as a whole, going
beyond the benefits of more ethical research:

• When ethical reviews are conducted ex-ante, conferences
and journals are relieved of this task. They can focus on
submissions’ epistemic and methodological merits instead
of being concerned about ethical compliance.

• A common ethics framework (not prescriptive ethics) avoids
disparity between researchers required to submit an ethics
review at their institution or state and those not, ensuring a
level playing field.

• Researchers who do not have access to an ERB at their insti-
tution or whose ERBs do not have the necessary scientific
expertise for a review can profit from a common pool of
knowledge, where all other ERBs store their successful sub-
missions and reviews. This ensures that under-resourced
institutions are not at a disadvantage.

At this point, our proposal can be argued to promote the global
standardization of normative principles and favorWestern concepts
of ethics. However, we argue that such developments can be dis-
covered, scrutinized, and, most importantly, balanced through the
quantity and diversity of ERBs and the exchange of experience and
data. To put it more bluntly, by no longer tying ethical review to
local ERBs, researchers must follow a rough consensus of different
ethical perspectives, not advantaging Western perspectives alone.

4.2 Requirements
In the following, we propose testable properties that a new ERB
procedure at least has to comply with to mitigate the discussed
issues mentioned above.
R1: Standardized procedures Project submissions, ERB manage-

ment, and the decision process should be processed using uni-
fied and deterministic procedures. Each research project can
be handled equally, even by different ERBs. In turn, concepts
like load-sharing between ERBs, or using a double-blind ap-
proach where ERBs do not necessarily review submissions
from their “own” institution, become feasible.

R2: Transparency The procedure and outcome of ERB submis-
sions should be accessible to all other ERBs in a searchable
and transparent way. On the one hand, a transparent pro-
cedure visible to the scrutiny of the research community
promotes traceability. This increases the chance that faulty
ERB decisions are noticed and therefore reduces the incentive
of ERBs to be negligent. On the other hand, ERBs working
on similar cases can profit from these insights and, therefore,
contribute to a unified and fair decision process. The same
applies to the researcher; successful cases of ethical review-
ing could be open to other researchers after their consent
and publication of the corresponding work/paper. If they are
working on similar projects, they can inform themselves in
advance on how to prepare their project correctly in case of
ethical concerns.

R3: Impartiality Researchers should have access to an ERB while
avoiding conflicts of interests. This way, biased project as-
sessments can be reduced as much as possible. If any such
conflict arises, consulting a second ERBshould be possible.

R4: Domain Knowledge To understand whether a research
project poses ethical concerns, technical domain knowledge,
or in the case of specific populations, introspective expe-
rience is often required. However, ERBs are rarely staffed
by computer scientists [55]. This is further aggravated by
the amount of new disciplines in CS. Therefore, in case of
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misunderstandings, ERBs should gain access to already pro-
cessed examples of research projects or specialists of the
sub-discipline of the submitted project without having to
rely solely on the possibly biased project authors.

R5: Ex Ante Reviewing The fact thatmore andmore conferences
have recently established their own research ethics commit-
tees (REC) [12, 14] shows the importance of this topic. How-
ever, these RECs would come into play ex-post, i.e., when
the research has already been conducted and potential harm
has already been done. Therefore, any system fit to replace
the current practices must require ethical reviewing to be
conducted ex-ante. We do not intend a compromise between
ex-post and ex-ante reviewing: We argue that potential harm
can only be averted if thought on it is given in advance, i.e.,
the experimental design is reviewed ex-ante.

5 FEB Federation Framework
From this section onwards, we refer to boards that perform ethical
reviewing of research projects, similar to ERBs, as Federated Review
Boards (FEB). We describe a framework for organizing FEBs in
an association that we refer to as FEB Federation throughout this
work. This association is represented by a centralized entity in
charge of managing project submissions, automatically assigning
submissions to suitable FEBs, and processing the data resulting
from each decision process. In Sec 5.1, we propose the roles for such
an FEB Federation and give a high-level overview of the procedure
in Sec 5.2.

Precondition: Registration. Each research institution, e.g., a Uni-
versity, that wants its researchers to profit from the proposed FEB
procedure must, in turn, contribute to it, e.g., by registering its own
FEB to the FEB Federation or by cooperating with another institu-
tion, that already contributed. Only then are researchers from this
institution authorized to submit their work to the FEB Federation.
This ensures that interaction with the federated structure is recipro-
cal. Recall that in R4 (Sec. 4.2), we assume the FEB participants not
to be experts in all specific sub-fields of CS or human-related sci-
ences. Therefore, during registration, the FEB can specify domain
tags that indicate the general research disciplines they can con-
sult at their hosting University/Research Institution, e.g., a robust
research track in Web Security, tight collaboration with a medi-
cal faculty, specific expertise and self-reflective experience with
specific communities, etc.

5.1 Framework Roles
The FEB Federation we propose requires different roles that must
participate or be present during the procedure, described in the
following. The interplay of all roles during the procedure split up
into four phases is shown in Figure 1.

A submitter is an individual or a group of researchers
associated with a research institution who work(s) on
a project with possible ethical implications. They aim
to submit their project idea to an FEB to get feedback
and attestation on its ethical correctness, which they can
include when submitting their paper to a conference.

An institutional review board (FEB) supports researchers
in matters of ethically correct research and is in charge of
reviewing submitted projects. Within the institution that
hosts the FEB, it has access to research domains (university
faculties, institutes), which it can consult if questions occur
regarding domain-specific projects, e.g., Web Security,
Machine Learning, or User Privacy research.

The FEB pool refers to all pre-registered FEBs. Submitter
who are associated with an FEB are authorized to submit
their projects to it. During registration, each FEB specifies
research domain-specific expertise it has access to in the
form of domain tags, which are then associated by the pool
with this FEB. Since the FEB responsible for the submission
is selected randomly from the FEB pool, this minimizes
bias due to local power dynamics.
The pool control is a centralized governance entity that
maintains the FEB pool. It handles FEB registration, sub-
missions, and the assignment of a submitted project to an
FEB. In addition, it stores information about each finished
FEB decision and provides access to this data to authorized
entities. This entity could be a professional organization
similar to the ACM or, e.g., the CHI community. While the
specific implementation is out of scope for this paper, we
discuss a potential governance structure in Sec. 6.4.

The meta form is a pre-defined form used to describe the
research project as part of the submission input. It con-
tains both a standardized questionnaire to capture ethical
considerations at a glance and meta-information regarding
the project (such as the domain above tags) in machine-
readable form so that the submitter can be matched to an
FEB quickly. This meta form is filled out by the submitter
and sent to the pool control. Note that in many cases, the
submitter must draft a project plan in advance anyway, e.g.,
for funding.

5

A submitted work that has been reviewed by an FEB and
passed successfully the procedure should be attested in an
unforgeable way, e.g., using a digital certificate containing
the signatures of the FEB and the pool control and targeting
the meta form. The resulting attested meta form is denoted
as meta𝑐𝑒𝑟𝑡 . This method allows the traceability of any
later modifications to the research project that were not
reviewed by the FEBs6. This approach is similar to the badge
attached to the paper, which has undergone the Artifact
Evaluation process of conferences [1].

5.2 High-Level Overview
The idea is to provide a platform where each participating FEB is
registered in advance and, therefore, is part of the FEB pool. Instead

5Elaborating the exact content of the meta form is out of scope in our work. However,
examples from, e.g., the US FEBs as described in Sec 3.1 can serve as role models.
6A possible solution is the use of techniques like the Electronic Signature Attestation
[35]. Technically, such a record could also be established in a non-technological manner,
e.g., by notarizing a document. However, elaborating a suitable solution is out of scope
for the presented work.



NSPW’24, June 16–19, 2024, Bedford, PA USA Dirksen et al.

Figure 1: Overview of the review process within the FEB
Federation

of manually contacting their responsible FEB, submitter submits
the meta form to the pool control, containing a description of their
intended project, possible conflicting FEBs, and domain tags that
match their project’s research discipline.

The pool control then selects a suitable FEB at random from all
registered FEBs in the pool. To ensure the FEB can access the domain
knowledge of the submitted meta form in case questions arise, it
pre-filters the FEBs available for the selection by considering the
domain tags of both, the meta form and all FEB s in the pool, except
those who have been declared as conflicted. The FEB selected this
way is then in charge of reviewing the submission. From here on,
the FEB directly communicates with the submitter if any questions
occur or adjustments to the intended experiments are needed.

The decision is then reported by the FEB back to the pool control.
They can finally certify the meta form and send a meta𝑐𝑒𝑟𝑡 to sub-
mitter. With their consent, e.g., after a specific time or a successful
publication, the pool control adds the data of this review process to
a joint database, this way providing the data to other FEBs and/or
researchers.

5.3 Phases of the Procedure
In the following, we introduce our procedure as shown in Figure 1,
split into different phases. Since the assignment of a suitable FEB
and the certification afterward can be automated, there is no over-
head for the submitters in addition to the current procedure. As
with most conferences in CS, the review process itself is carried out
in a double-blind manner using a communication system similar to
the rebuttal process.

P1: Submission. At the beginning, the submitter prepares the
meta form for their research project, as required by the FEB Fed-
eration. Due to their extensive nature, the standardized questions
on the form already capture many common pitfalls (such as, “Do
you process user data?”). As such, the submitter can fine-tune their
project design before the application is sent out. The submitter
submits the meta form to the pool control who accepts it if the
hosting institution of at least one author registered an FEB to the
FEB Federation. In case of conflicts, the submitter can declare any
conflicting FEB within the pool.

P2: Assignment. Based on the information in the meta form, the
pool control selects a suitable FEB at random that is then in charge
of reviewing this submission. Identifying the exact criteria for this
selection is outside the scope of this work since they may depend
on additional factors. However, the domain tags of the possible
FEBs should match the submission’s domain tags. This way, it is
ensured that the selected FEB has access to domain-specific support
at their hosting institution if needed.

P3: Reviewing. The submission will then be reviewed by the
FEB chosen by pool control based on the meta form. This allows
an FEB to be selected that has the necessary knowledge for the
submitted project and is, therefore, more likely to be able to assess
the ethical considerations. To expand their competence, the FEB has
two supportive possibilities: It can access a shared database of the
FEB Federation where all decisions of the previous cases are stored.
This way, they can determine how others have mitigated similar
problems before greenlighting a project. Suppose the database lacks
useful information from similar previous projects. In that case, the
FEB can consult further experts in this domain at their hosting
university, which is possible due to the matching domain tags.
In addition, the FEB can directly communicate to the submitter
if further information or adjustments to the project proposal are
required to ensure ethically correct research. The submitter, in turn,
has to respond with plans on how to mitigate identified problems.
This exchange continues until all ethical issues have been addressed.

P4: Decision. Finally, the FEB confirms to the pool control that the
specified project can commence. The submitter receives ameta𝑐𝑒𝑟𝑡

from pool control confirming the ethical clearance and any identifier
attached. Upon submitting the corresponding project paper to any
conference or journal, the submitter can attach the meta𝑐𝑒𝑟𝑡 to
their paper. After the publication of the paper, with the author’s
consent, the DOIs of the publications are sent back to pool control
so that they can be connected to the original meta form and include
the project in the shared database of the FEB Federation.

Follow-up submissions. Later, another similar project is submitted
for ethical review to the FEB Federation. Considering the matching
domain tags, the submitter of the new project consults the database
for publicly available data of any similar previous projects. This
way, the submitter can understand the points they must consider
before submitting. The FEB selected by the pool control has access
to these additional resources as well: they can consult the data
from the previous project and read through both the initial meta
form sent, the changes made and the final publications to draw on
these for a better and quicker judgment. The more submissions are
processed this way, the larger this database grows and the more
helpful the data is for the FEB and submitter to draw on.

5.4 Addressing the Requirements
We have identified five requirements for any replacement to the
current ethical review practicesmust include: standardization, trans-
parency, impartiality, domain knowledge, and reviews at the ex-ante
level. Here, we discuss how the proposed FEB Federation addresses
these.
• Standardized procedures (R1) aims to reduce the cognitive
load for researchers and ethical reviewers alike by making the
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ethical approval process more accessible to navigate. Our frame-
work achieves this by centralizing the formal processes in a single
entity: the pool control. Its role is to implement a standard pro-
tocol for the procedure of ethical reviewing, i.e., it affects how
the decision should be made, but not what decision should be
made. In other words, in our work, we propose standardizing
the submission- and approval process but do not dictate how the
actual decision will come about. The participating FEBs remain
free in how they rule.

• Our proposed FEB Federation provides a high amount of trans-
parency (R2). Since the applications and decisions will be made
public after the publication of the resulting papers, this creates
trust among both reviewers and submitters and the (research)
community in general. Reviewers will not suddenly craft an un-
precedented decision, and both submitters and reviewers benefit
from the increasing access to knowledge.

• Our procedure is highly impartial (R3). Since the reviews are
performed via a double-blind peer review procedure and FEBs are
randomly allocated via pool control, the chances that personal
conflicts might bias a decision are lowered. And even if a personal
connection results in a false-positive or false-negative decision,
this becomes public due to the transparency our framework fa-
cilitates. Here again, network effects are leveraged to ensure fair
play by all parties.

• Our proposal allows the inclusion of a vast array of domain
knowledge (R4) into the ethical review procedure. While each
University generally only has one FEB with limited domain
knowledge, our framework increases the chances that researchers
will be able to submit their project proposal to a fitting FEB, as
each new FEB brings additional domain knowledge into the FEB
pool, or expands the existing.

• Researcher and publication venues only benefit from the FEB
Federation if the submissions are accompanied by a meta𝑐𝑒𝑟𝑡 ,
such that the procedure ensures that ethical reviewing is always
conducted ex-ante (R5). This way, researchers can rest assured
that their papers are unlikely to be rejected on ethical grounds.
As the public knows that the FEB Federation serves as a strong
disincentive against conducting unethical research, this also re-
lieves conferences and journals of the current pressure to double-
check submissions on ethical grounds if the submitted papers
are marked with a validmeta𝑐𝑒𝑟𝑡 .

In summary, our proposed FEB Federation provides an adaptable
system that evades local power dynamics, makes community re-
sources more widely accessible, and ensures specific competence to
be present during the ethical review. Furthermore, our transparency
requirements enable a general ‘just culture’ approach of constant
learning and refinement, helping the community grow and adapt
to newly found circumstances, which we cannot anticipate yet7.

6 Discussion
The following section is dedicated to ideas on how to reach the
acceptance of the proposed FEB Federation within the research

7Predicting the future is notoriously difficult; Hence, it is instrumental to not fail at an
attempt to build a system that can handle all foreseeable issues, but instead creating a
system that can adapt, even in the face of unforeseeable challenges.

community, confronting some limitations and concerns and propos-
ing some possible first steps to be done toward a unified and fair
procedure of ethical reviewing.

6.1 Increasing Acceptance in the Research
Community

Suppose such a new framework is to become an effective way to
ensure safe and sound ethical reviews of research projects. In that
case, it is paramount to ensure the affected actors do not attempt
to subvert it or outright refuse to participate. Formally, the FEB
Federationmust add as few novel processes to themix as possible. In
other words, the FEB Federation must look and feel like institutions
that researchers and organizations have come to accept. This section
discusses strategies to mitigate the danger of subversion or refusal.

Institutionalism describes the process by which specific proce-
dures become accepted in a given field and followed by organi-
zations without the ambition to bypass them [25, 57]. The essen-
tial academic institutions that our proposal relates to are peer-
reviewing and grant applications. These are institutions that in-
stitutionalism describes as being isomorph. That is, they are being
followed by all actors involved unquestioned. Since such institu-
tions are tried and tested, they provide safety and trust and come
with a set of known expectations.

For example, when a researcher submits a paper for publication,
they expect other researchers to review it and that they have to
modify the paper before it will be accepted, e.g., as a major revision.
Conversely, grant applications require the applicant to conduct
thorough research beforehand and discuss as many potential pit-
falls the project might encounter as possible. Researchers writing
grant applications expect that their application will be successful if
their prior research was complete (as in: addresses all problems to
be expected). This institutionalization process was later referred to
as providing “cultural schemata” [24]. By tapping into these two
known procedures, we can ensure that the actors will accept our
proposed FEB Federation and thus ensure that ethical review is
being conducted faithfully. On the other hand, if this framework
would introduce many new procedures none of the involved actors
are comfortable with, this results in a risk of “decoupling”, a pro-
cess in which the formal requirements of a procedure would still
be followed, but internally the expected safeguards are bypassed8.
By framing ethical reviews in terms of peer review and grant ap-
plications, we ensure that the researchers involved know what to
expect and understand the necessity of ethical review.

6.1.1 Additional advantages of the FEB Federation. On a more gen-
eral level, there are further benefits that can help facilitate accep-
tance of the introduced FEB Federation. The possibly most signifi-
cant incentive for researchers to participate is receiving competent,
ethical guidance by FEBs. This means they are not left alone in
making their research safe.

Universities likewise have an incentive to join the FEB Federa-
tion since they do not only provide services to the FEB pool but
also benefit from other Universities’ FEBs and, therefore, domain
knowledge. Participation will decrease the workload for the Univer-
sity’s own FEB: Instead of having to review each research proposal
8Granovetter describes in [40] a detailed example of managers in a company going to
extreme lengths to avoid critical, internal audits by the central management.
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from their University regardless of their domain knowledge, they
can specialize in one or a few domains, which increases the FEBs
speed as well as the quality of its decisions.

Furthermore, the data itself can be used to analyze ethical issues
in research on a broader level. We identify precisely three types
of actors that will benefit from the data the FEB Federation gen-
erates: (a) researchers themselves can reduce uncertainty before
submitting a project for review; (b) the reviewers can draw on past
decisions to inform themselves; and (c) disciplines such as Science
of Science [38] will receive a new data source to learn from.

Lastly, there are even benefits for Universities without an FEB to
create one. An FEB can be incorporated into the existing syllabus to
teach ethical practices, as it already has been proposed [34, 85]. This
will raise the awareness of CS students, i.e., future researchers, so
ethical problems are less likely to arise during review. Training CS
students in ethical procedures can proactively diminish incidents
like those discussed initially.

6.1.2 The Role of Rough Consensus. As noted in Section 2.1.2, no
one set of ethics will hold across all cultures and disciplines. Hence,
for FEB Federation, we argue that a rough consensus approach to
ethics across FEBs as introduced in Section 2.1.3 is the ideal method
to converge to a global state that is not the same, but acceptable for
all involved.

However, implementing such a model will require engagement
between researchers and FEBs across institutions, i.e., throughout
all institutions participating in FEB Federation. Hence, tying par-
ticipation in the framework - and potentially governance of FEB
Federation itself - to participation in a regular, e.g., annual meeting
during which guidelines are established in a bottom-up approach
would be a feasible option to encourage quick convergence, as well
as discussion of current issues. We note here, though, that this
concept of a “meeting” or “conference” is not necessarily aligned
with the publication-driven nature of symposia in CS; As such, it
might require some additional attunement within the community.

6.2 Limitations
One main limitation of our proposal is that it is based on a threshold
assumption [39]. That is, as long as the FEB Federation does not
cross a certain participation threshold, the first FEBs will likely
have to deal with an increased workload. This could potentially
create a free rider-effect, in which Universities attempt to remain
out of the FEB Federation for as long as possible to benefit after-
ward. In our proposal, we address this through the tit-for-tat [61]
based requirement for institutions to contribute to be part of the
framework.

This incentive structure becomes increasingly effective as more
and more conferences and journals endorse the FEB Federation,
reducing the costs of joining the proposed FEB Federation. Specifi-
cally, this applies to conferences and journals that have begrudg-
ingly taken it upon them to vet research ex-post. Currently, in their
reviewing procedure, many conferences in CS offer an input field
for the reviewers to flag papers where they think there might be
unresolved ethical issues. Those venues are incentivized to promote
a centralized ex-ante approach where they can eliminate this addi-
tional responsibility and only focus on the quality of the submitted
research.

A second limitation is that our framework still faces the problem
of deciding whether ethical review is necessary in the first place. In
the aforementioned case, the researchers allegedly were not aware
that they were conducting ethically problematic research. This
points to the fact that ethical review is not just a matter of unified
and standardized procedure but also of culture. We argue that our
approach allows a broader base of perspectives to be used in ethical
review. Specifically, due to the possibility to leverage the experience
and specific expertise of distributed FEBs, it becomes “easier” to
use a “just submit for review” stance. In such a setup, even domain-
specific topics that commonly do not require in-depth reviews will
be placed with FEBs with specific experience in the matter, able to
provide accelerated assessment of clear-cut no-review cases.

This mitigates not only the issue of overlooking cases where
ethical review is necessary but also the case where an FEB not
experienced in a specific subject performs a lengthy - often longer
due to additional time needed for due diligence and to resolve mis-
understandings - review of a project that would not require ethical
review. An FEB with domain-specific knowledge could accelerate
this phase.

A third limitation concerns the structure of the required meta
form. Different types of research require different information to
be provided to the FEB Federation. While medical research needs
to provide information on, e.g., whether ionizing radiation will be
used on research subjects to help the reviewers weigh the risks and
benefits of the research (beneficence), this is not relevant for CS
research. Therefore, the meta form must be an iterative process,
subject to constant changes and even conflicts among the FEBs.
As stated above, specific cultural settings may make some aspects
more or less relevant to the participating FEBs. This could lead
to conflicts about what information the FEB Federation requires
from its submitters. However, as stated previously, such forms are
already used by present institutions that can serve as role models.

6.3 Concerns
As our proposal requires fundamental structural changes, it also
comes with some concerns. Contrary to limitations, i.e., points
that could be improved and have to be acknowledged, we also
see concerns, i.e., aspects of our proposal that create new risks.
Identifying and addressing all of these requires the involvement
of different actors from within the CS research community. In the
following, we discuss the concerns that we identified.

First, creating an extensive public database naturally raises con-
cerns on several levels. The database necessarily contains private
information by the submitter, subject to legal frameworks such as
the GDPR. It is, therefore, indicated that the database should con-
tain one public and one private part. The public part could include
the initial applications, the decisions, and the resulting papers and
be accessible as soon as the related project is published. The pri-
vate part could include only the information necessary to facilitate
communication between the FEB and the submitter. If any issues
or conflicts arise later, it could be made available to conflicting
parties, e.g., another FEB or publishing conference, to trace the past
decision process9.

9This is only a suggestion from our side. The precise design is only possible with the
involvement of the research and publishing community.
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A second concern is scooping. Scooping is the term for having
someone else claim priority on a research idea, usually through
publishing, one has worked on independently [51]. It can happen
by chance that someone is working on it simultaneously or that a
competing researcher adopts one’s idea by learning from leaked
information before publication. To prevent information leaks from
the FEB pool, the implementation must ensure that information
on papers under submission remains confidential until the consent
of the submitter, e.g., after the paper’s publication date. Utilizing
techniques like time-stamping the submitted research ideas could
allow the authors to prove scooping afterward. However, this issue
is similar to the peer-review process in research conferences, and
their policies can serve as a role model for ex-ante ethical reviewing.

A third concern regards faulty decisions. As with any system,
our proposed FEB Federation may suffer from faulty decisions,
specifically Type I and Type II errors, i.e., projects being approved
even though they are ethically concerning and projects not being
permitted despite being ethically viable.

On the surface, Type I errors can be addressed by implementing
a mechanism for retraction akin to that of journal articles10. In
2019, the reference manager Zotero, for example, included a fea-
ture that marks retracted papers in red and advises against citing
them11. Such a retraction mechanism could work fairly similarly to
journal retractions, with one crucial difference:while papers can be
retracted due to a variety of reasons - including ethical problems
identified ex-post - only, retractions due to ethical considerations
are of importance to the FEB Federation.

For Type II errors, we argue that the proposed appeal process
should be able to resolve cases, especially given that it allows the
inclusion of increasingly more FEBs. This is also important if a
research project is proposed for which no rough consensus can
be obtained within the community. In that case, we argue that
involving growing parts of the community in the discussion is
paramount.

More crucially, for Type I and II errors alike, it is imperative that
the system ‘learns’ from these mistakes. In these cases, the whole
ethical review process must be flagged to inform both researchers
and FEBs alike that there may have been noteworthy circumstances
in the ethical approval of the project. There, the public database
(see the transparency requirement discussed earlier) enables FEBs
to learn from (others’) prior mistakes, essentially building a living
body of self-improving guidelines ensuring adaptability to ever-
changing circumstances. This approach should be supported and
informed by an overall ‘just culture’ approach [21] and is similar
to, e.g., how aviation safety works, and has also been proposed for,
e.g., IT security best practices [32].

A last concern regards already established systems of ethics, es-
pecially where some or all parts of the ethical review process are
legally mandated, as in the case of Sweden (see Section 3). As the
proposed FEB Federation is organized on a transnational level, it
will inevitably clash with any national regulation that mandates
certain forms of ethical review. Under current Swedish law, the
SERA would have no choice but to disregard the authority of pool

10A retraction mechanism for faulty papers is already institutionalized.
11https://www.zotero.org/blog/retracted-item-notifications/

control over the ethical vetting process. Any researcher seeking
vetting by the FEB Federation must submit two applications.

This will put researchers in countries where there are strict
national regulations on ethical review processes at a disadvantage.
However, we have two expectations in this regard. First, as both
authorities review the same project, we expect the overhead from
writing two applications to be manageable. But, second and more
importantly, we expect that the FEB Federation will prove its worth
to the legislative bodies of such countries so that they eventually
agree to abandon national regulation and instead join the FEB
Federation.

6.4 Implementing the FEB Framework
As with all ideas, the main challenge of this work is actually im-
plementing it, i.e., making it happen. We argue that the best way
forward is to document our proposal—which we do in this pa-
per—and discuss it in a community already actively working on
improving the ethics processes in CS. The CHI/CSCW community
is currently at the forefront of ethical discussions within CS, rang-
ing from matters of positionality via informed consent questions
to questions of the transitive impact of research via its outputs.

While questions of procedure can be addressed in a conceptual
framework, a fundamental part of the proposed FEB Federation is
one of trust in the pool control. Implementing a proper governance
structure to coordinate the entire framework is crucial to fostering
trust by the community.

A specific governance model for the pool control is out of scope
for this paper as it moves too far into the realm of implementation.
We note that the governance structure of such a body must follow a
bottom-up self-governance structure by the community. This must
remain independent of any established institutionalized entity with
its potentially own agenda to ensure impartiality. Conveying the
responsibility for the FEB Federation to an existing organization
runs the risk of decreasing the global level of trust, as existing biases
and power imbalances will be transferred from the organization
to the pool control. A novel governance body is likely to make
the FEB Federation as acceptable as possible. Given that our FEB
Federation essentially can scale from a minimal set of participating
FEBs - worst case at least two - we argue that the only thing we
have to do is finding a second institution (or, ideally, more) willing
to participate in the proposed FEB Federation. Because everything
is better than the situation we find ourselves in now, we can take it
from there, following the concept of adaptability.

At this point, we cannot and do not want to offer a ready-made
and perfect proposal for implementation. This requires the greater
involvement of the research community and the relevant stakehold-
ers. Furthermore, we believe the search for a perfect solution at the
beginning is prone to falling victim to a Nirvana Fallacy12. To avoid
this, we refer to the following two principles, known from the do-
mains of Agile Software Development and System Administration.

The “Incremental Deployability” approach refers to a practice
used in Agile Software Development to gradually and iteratively
deploy new features or updates in production environments. For

12Also known as “Perfect Solution Fallacy”, coined byDemsetz [22]. It refers to pursuing
an idealized, perfect solution, ultimately leading to potentially imperfect but practicable
solutions not even being considered.
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example, a new feature is divided into stages that are applied in-
crementally and, if possible, only to a subset of the system. There
exists another concept that makes an excellent synergy: The Small
Badges Principle, as described by Limoncelli [54], refers to a strat-
egy which does not attempt to build the “perfect system”, but rather
to build a small system first and develop it further. It also considers
social aspects like stress and morale. Inevitably, the implementa-
tion of a new system as the FEB Federation proposed by this work
will initially involve additional work for the involved subgroup.
However, we propose to combine both principles to create an agile
ethics reviewing procedure for the transition that is centered on
user feedback and causes fewer overloads for researchers, their
institutions, and publishers.

7 Concluding Remarks
In this paper, we propose a FEB Federation to fundamentally im-
prove the ethical review process in CS in a collaborative and trans-
parent manner. Starting from exploring challenges encountered in
the status quo, we derive design requirements for ethical review for
human-affecting studies, using the Security and Privacy domain as
an example.

We argue that current procedures are insufficient and sometimes
even arbitrary, and disparities among them can result in ethically
questionable approaches being overseen or misjudged. Individual
researchers may even be disadvantaged depending on their affil-
iation or financial possibilities. Furthermore, we find challenges
in local and community-wide power structures and limitations in
whether ERBs and researchers can be reasonably expected, i.e., can
be expected to be qualified to assess the full scope of ethical consid-
erations, primarily when subjective harm must be assessed when,
e.g., marginalized communities are being surveyed.

From these limitations, in Sec. 4.2, we derive five requirements
𝑅1−𝑅5 that must be met by any new process for reviewing research
ethics. Leveraging these requirements, we introduce the concept
of a FEB Federation for the federation of ethical review resources
throughout the community. Contrary to the current state of the
art, i.e., reactive ex-post review leading to, e.g., paper retractions
while harm has already been done, we propose a federated com-
munity effort. Our proposal also approaches the large disparities
of current procedures of ethics reviewing in research due to so-
ciocultural differences in assessing what is ethical, focusing on
continuous iteration and improvement. Adopting a transparent
and non-local procedure ensures a continuous alignment with a
community-established standard of ’rough consensus.’ Finally, we
show how our FEB Federation can be embedded in the current
research process and discuss its boundaries and possibilities to
increase the acceptance of our proposal within the research com-
munity.

In summary, we call on the research community to join forces
and propose a unified procedure for ethical reviews of CS research
projects in this work. We are aware that this endeavor is an enor-
mous challenge for the research community, especially since rules
need to be agreed to by all involved institutions. As the Internet
and digital technology, in general, have become integral to how
societies work worldwide, they influence humans and vice versa.
This results in implications of CS work regularly transcending the

matter of pure bits. Hence, it is imperative to tackle the ethical
challenges of our collective work. Not only to act ethically but also
to foster trust in CS research and enable researchers to conduct
research for the benefit of society.
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