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Localizing normal modes in large molecules

Christoph R. Jacob® and Markus Reiher”

Laboratorium fiir Physikalische Chemie, ETH Zurich, Wolfgang-Pauli-Strasse 10, 8093 Zurich, Switzerland
(Received 19 November 2008; accepted 13 January 2009; published online 24 February 2009)

We show how vibrational spectra obtained from quantum chemical calculations can be analyzed by
transforming the calculated normal modes contributing to a certain band in the vibrational spectrum
to a set of localized modes. This is achieved by determining the unitary transformation that leads to
modes which are maximally localized with respect to a suitably defined criterion. We demonstrate
that these localized modes are more appropriate for the analysis of calculated vibrational spectra of
polypeptides and proteins than the normal modes, which are usually delocalized over the whole
system. Both the frequencies at which the bands in the vibrational spectra appear and the total
intensities of these bands can be interpreted in terms of the localized modes. Furthermore, we show
how coupling constants for the interaction between the localized modes, which can be employed to
rationalize the observed band shapes, can be extracted from the calculations. © 2009 American

Institute of Physics. [DOI: 10.1063/1.3077690]

I. INTRODUCTION

Vibrational spectroscopy is an important technique for
the investigation of structures of biomolecules. It is particu-
larly suited for studying proteins in their natural environment
(i.e., in aqueous solution) and can be used in many cases
where other techniques such as x-ray crystallography and
nuclear magnetic resonance (NMR) spectroscopy cannot be
employed. In particular, infrared (IR) and Raman spectros-
copy have been used extensively for gaining information on
the secondary structure of polypeptides and proteins (for re-
views, see Refs. 2-5). By employing the corresponding chi-
ral variants, i.e., vibrational circular dichroism® (VCD) and
Raman optical activity (ROA) spectroscopy,” additional in-
formation can be obtained (see, e.g., Refs. 8-12). In many
cases, quantum chemical calculations can provide valuable
information for interpreting experimental data and for under-
standing how structural changes influence the observed spec-
tra. This is particularly true for VCD and ROA spectroscopy,
where no reliable empirical rules for the prediction of the
spectra are available, and accurate quantum chemical calcu-
lations are thus mandatory in order to be able to interpret the
experimental spectra (see, e.g., Refs. 13-15).

However, quantum chemical calculations of vibrational
spectra of biomolecules such as polypeptides and proteins
pose two major problems. First, the size of the relevant sys-
tems can easily reach a few hundreds or even thousands of
atoms, and full calculations of such large systems are com-
putationally demanding if not impossible with accurate
methods. Second, even if possible, such calculations provide
a large amount of data that will be increasingly difficult to
interpret.

The first problem can be addressed by using efficient
computational methods such as linear-scaling algorithms for
solving the electronic structure problem (see, e.g., Refs. 16
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and 17) or by employing subsystem approaches, in which the
electronic structure problem is solved by partitioning the
protein into its building blocks (see, e.g., Ref. 18 and refer-
ences given therein). For the efficient calculation of vibra-
tional spectra, seminumerical differentiation schemes, which
allow it to implement simple but efficient restart and paral-
lelization facilities, can be applied.19 This can be combined
with a selective calculation of specific normal modes®**' or
of normal modes with a high intensity,zz’23 which both also
simplifies the interpretation of the results by avoiding the
calculation of unnecessary information. Furthermore, addi-
tional approximations can be introduced in the calculation of
the vibrational spectra. For instance, the molecular structure
can be only partially optimized (see, e.g., Ref. 24 for an
approach particularly suited for vibrational spectroscopy), it
can be assumed that certain parts of the system behave as
rigid blocks,” or the energy and property tensor derivatives
calculated for small fragments can be transferred to larger
systems.26

Nevertheless, the second problem still remains. For
polypeptides and proteins, the vibrational spectra comprise a
number of characteristic bands, which each consists of a
number of close-lying normal modes. Each of these normal
modes is usually a delocalized combination of vibrations on
different amino acid residues. In general, the individual
modes are not or only partially resolved in experimental
spectra. Nevertheless, all normal modes and the correspond-
ing intensities contributing to one band are required in order
to explain the positions and band shapes observed experi-
mentally. Since the normal modes may have varying contri-
butions to the observed band shape, this hampers the analysis
considerably. This is particularly true for VCD and ROA
spectroscopies, where close-lying positive and negative in-
tensities can cancel.

Here, we present a way to overcome this problem by
transforming the normal modes that belong to one band of a
vibrational spectrum to a set of “localized modes.” While for
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polypeptides and proteins the normal modes are combina-
tions of vibrations on different amino acid residues, a local-
ized mode will, in general, be dominated by a vibration on
one single residue. Of course, localized modes on different
but homologous residues will be very similar, i.e., they will
have similar vibrational frequencies and contribute similarly
to the observed intensity of the band. This leads to a picture
in which the positions and the intensities of the bands in the
vibrational spectra can be understood in terms of the local-
ized modes. The delocalized normal modes then arise due to
the coupling between the localized modes, and a detailed
picture of these couplings can also be obtained.

Traditionally the interpretation of the vibrational spectra
of polypeptides and proteins proceeds in the opposite direc-
tion. From small model systems, such as N-methylacetamide
or di- or tripeptides, local normal modes and the correspond-
ing vibrational frequencies and intensities are obtained that
are then employed to discuss the spectra of larger polypep-
tides or proteins (for reviews, see, e.g., Refs. 27-29). If nec-
essary, this is combined with simplified models to describe
the coupling between these local modes, such as the transi-
tion dipole coupling (TDC) model.”® However, such a pro-
cedure relies on the assumption that the vibrational frequen-
cies and intensities of local modes found in these small
model systems can be transferred to larger proteins and that
the couplings between these local modes can be accurately
described by simplified models, which both cannot be ex-
pected to be generally valid. In contrast, the methodology
that will be presented here allows us to extract vibrational
frequencies and intensities of local modes as well as the cor-
responding coupling constants from full quantum chemical
calculations, thus including effects that are otherwise ne-
glected. We should note that for the special case of the amide
I band in proteins, the “Hessian matrix reconstruction”
method by Ham et al. 30 can also be employed to obtain local
amide I modes and the corresponding coupling constants
from calculations on the full system. However, their method
is limited to carbonyl stretching vibrations, while we will
present a more general approach that can be applied to arbi-
trary modes.

This work is organized as follows. In Sec. II the theoret-
ical framework will be derived. First, in Sec. II A we discuss
how normal modes can be transformed to localized mode. In
Sec. II B, we then show how vibrational frequencies of the
localized modes and coupling constants can be determined,
and finally it is discussed how the IR, Raman, VCD, and
ROA intensities can be expressed in terms of localized
modes in Sec. II C. The computational details are given in
Sec. III, before the developed methodology is applied to the
example of an a-helical alanine polypeptide in Sec. IV. Fi-
nally, concluding remarks and an outlook are given in Sec. V.

Il. THEORY
A. Localization of normal modes

Within the harmonic approximation, the normal modes
and vibrational frequencies can be obtained by diagonalizing
the mass-weighted molecular Hessian matrix H™_ which
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contains the second derivatives of the total electronic energy
E (including the nuclear repulsion energy) with respect to
Cartesian nuclear coordinates,’ i.e.,

) 1 PE
Hia,jﬁz | s (1)
m;m; IR IR;p/ o

where the subscript “0” denotes that the derivative is evalu-
ated at the equilibrium structure R,. In the above expression,
m; is the atomic mass of nucleus i/ and R;, is the a=x,y,z
Cartesian component of the position of nucleus i. The matrix
Q containing the eigenvectors of H" can be employed to
transform the Hessian matrix to diagonal form

HY = QTH(m)Q, (2)

where H9 is a diagonal matrix with the diagonal elements
(i.e., the eigenvalues of H"™) equal to the squares of the
angular frequencies, HL‘Q=&)§=4WZV§, with vibrational fre-
quencies v,. The columns of the matrix Q are the normal
modes in terms of mass-weighted Cartesian displacements.
These normal modes will be referred to as @, and its com-
ponents as Q;, . The Qp are chosen to be normalized, i.e.,
|Q,,|2:E,~aQi2a!p:1, so that the matrix @ is unitary. The nor-
mal modes in terms of not mass-weighted Cartesian dis-
placements Ql(f) can be obtained as Qf;)’p:(l/\e’%)Qm,.

Now we consider a subset of k normal modes, e.g., all
modes which are contributing to one band in the vibrational
spectrum. These are collected in the matrix Q**°, which is of
dimension 3n X k, where n is the number of atoms. By means
of a unitary transformation U (of dimension k X k), these can
be transformed to a new set of modes,

qub — qubU (3)
or
Ort, = 2 Uy0itt,. “)
q

In order to facilitate the interpretation of complex vibrational
spectra, we want to determine the unitary transformation that
yields the “most localized” modes, i.e., that maximizes
£Q°) = £(Q*U), where £(Q™™) is a function that measures
how localized a set of modes QS“b is. For this function
£Q°®), different definitions can be employed. In analogy to
the criteria used for orbital localization, we will consider two
different definitions.

First, according to the orbital localization criterion of
Pipek and Mezey,31 which maximizes the sum of the squares
of the “atomic contribution” to an orbital (measured by the
atomic Mulliken populations), one can maximize the sum of
the squares of the atomic contributions to the modes, i.e.,

k n
£Q™) =2 2 (CD?. (5)

p=1i=1

In this definition, Ef;b is the contribution of nucleus i to the
normal mode Q[S,”b, which can be measured by the fraction of

the kinetic energy of this atom in the normal mode as’ >
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~sub ~sub
C= 2 Q) (6)
a=Xx,y,Z
Second, in analogy to the Boys orbital localization

criterion, 537 one can maximize the distance between the
“centers” of the modes, which can be defined by weighting
the atomic coordinates with the corresponding contributions
to the normal mode as

R;enler — E C’vlsll)xle (7)
i=1

This leads to the localization criterion
k

k
géist(ésub) — 2 E (Rlc;emer_ Rzenter)Z' (8)

p=1g=1

However, maximizing &}, is equivalent to maximizing the
distance of the centers of the modes from the origin (see
Appendix A), so that one obtains the simpler localization
criterion,

n

k k 2
£in(Q*) = D (RS2 =2 (2 5?;,‘bR,»> . 9)
p=1

p=1 \i=1

In the following, both the atomic-contribution criterion &,
and the distance criterion &g, will be assessed.

Given one of these localization criteria, the optimally
localized modes can be obtained using a similar procedure as
for the calculation of localized orbitals. The easiest and most
popular method for this purpose is to perform so-called Ja-
cobi sweeps, as was first proposed for the determination of
localized orbitals by Edmiston and Ruedenberg37 (see also
Ref. 31 for a summary). A brief review of the Jacobi-sweep
method and a description of its application to the vibrational
problem under consideration here are given in Appendix B.
Of course, other algorithms for the calculation of localized
orbitals that are more efficient for large systems38 may easily
be adopted for the determination of localized vibrational
modes.

B. Vibrational frequencies of localized modes
and coupling constants

The localized modes Q[S,”b, which are obtained from the
normal modes by the (localizing) unitary transformation, are
not eigenvectors of the mass-weighted Hessian H" and,
therefore, have no direct physical significance. However, in
contrast to the usually very delocalized normal modes, they
involve only displacements of a few atoms, and the localized
modes can thus be useful for the understanding of the influ-
ences determining the calculated vibrational spectra.

The Hessian with respect to the localized modes is not
diagonal, but it is given by

" = UTH(q)’SUbU, (10)

where H9" is a diagonal submatrix of the complete diago-
nalized Hessian H'?, with the nonzero entries given by the
squared angular frequencies w127=47721/§ of those vibrations
corresponding to the selected subset of normal modes. Here

and in the following the tilde is used to denote quantities that
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are defined with respect to the localized modes.

The diagonal elements of H**® can be used to extract
fictitious vibrational frequencies 7, of the localized modes,
which may be defined by the equation ﬁ;‘;":azzzml’ﬁ;,
while the off-diagonal elements ﬁ;‘;b describe the coupling
between the localized modes p and g. Note that v, does not
refer to the wavenumber of the vibrational transition, but to
the fictitious vibrational frequencies of the localized modes,
with the tilde indicating quantities defined with respect to
localized modes.

For the set of (delocalized) normal modes contributing to
a certain band of the vibrational spectrum that arises due to
the coupling of vibrations of similar groups, the localized
modes will describe the vibrations of the individual groups,
and the corresponding frequencies of the localized modes v,
will be very similar. The off-diagonal coupling elements of

H*® will, in general, be small for localized modes that are
centered on groups that are not spatially close. Consequently,
for each localized mode only couplings with a small number
of neighboring modes will be significant. Therefore, the ma-

trix H*"° will, in general, have a rather simple structure
which allows it to explain how the more complicated delo-
calized normal modes arise.

However, since the diagonal elements of H(9)-sub

and

H, respectively, correspond to squared angular frequencies
and not to vibrational frequencies themselves, the numerical

values of the off-diagonal elements of I-~I]S;‘]b cannot be inter-
preted as the size of the frequency splitting in the case of two
degenerate modes (compare also the discussion of a related
problem that arises when considering couplings between
electronic excitations in Ref. 39). Therefore, it is useful to

define the coupling matrix Q as
Q=v'ou, (11)

where  is a diagonal matrix with the vibrational frequen-
cies v,=w,/ 2 of the considered normal modes on the diag-

onal. Note that H**® and Q are related by

1

[ysub)1/2
27T(H )= (12)

Q=
From this coupling matrix Q, the vibrational frequencies of
the normal modes and the transformation matrix U can be

obtained by diagonalization, and the eigenvectors of Q are
the columns of the inverse transformation U”, which give the
composition of the normal modes in the basis of localized
modes. In the case of two coupled localized modes, the vi-
brational frequencies of the corresponding normal modes are
given by

~ ~ ~ ~ 2
uiz—Q“;Q” + \/(—Q“;Q”> L2, (13)

For a larger number of modes, more complicated coupling
patterns will arise. However, it can be seen from this expres-

sion for two localized modes that the diagonal elements (),
can be interpreted as vibrational frequencies of the localized
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modes, while the off-diagonal elements ﬁpq can be under-
stood as coupling constants. The numerical values of these
coupling constants correspond exactly to half the splitting
between two degenerate coupled localized modes.

It should be noted that the frequencies of the localized

modes obtained as the diagonal elements of Q are, in gen-
eral, different from those calculated from the diagonal ele-

ments of H*"*. However, in the cases considered here, where

the off-diagonal elements of Q are small compared to the
diagonal elements, the two definitions for the frequencies of
the localized modes are almost identical, i.e.,

= . (14)

In the cases considered in this paper, the differences are al-
ways smaller than 0.2 cm~'. Similarly, the coupling con-

stants are related to the off-diagonal elements of H™® by

r7sub
~ (15)

Q= .
YAm (T4 1)

A derivation of the approximate relations given in Egs. (14)
and (15) can be found in Appendix C.

C. Vibrational intensities in terms of localized modes

While the vibrational frequencies of the localized modes
and the couplings between them provide a tool for analyzing
the position of the peaks in the vibrational spectrum, the
localized modes can also be used to understand the intensi-
ties of bands in the vibrational spectrum. In the following,
we will consider IR, VCD, Raman, and ROA spectroscopy.
The expressions one obtains for the vibrational intensities in
these different types of vibrational spectroscopy are re-
viewed in Appendix D.

As is apparent from the expressions given there, the
measured intensity (i.e., IR absorption, scattering intensities,
or the respective differences) of the pth vibrational mode is
in all these cases of the form

ImEc — . (16)
! 0
/ 07Qp 0
‘?Qp 0

where P;l) and P§2) are components of the appropriate prop-

erty tensors, i.e., electric dipole moment, magnetic dipole

moment, electric dipole—electric dipole polarizability, elec-

tric dipole—magnetic dipole polarizability, or electric dipole—
)

electric quadrupole polarizability, @, denotes that the deriva-
tive is taken either with respect to the normal mode
displacement @, or with respect to the normal mode velocity
Qp in the case of VCD, and where the derivatives with re-
spect to the normal modes or normal mode velocities are
given by
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(17)

If one considers a band in the vibrational spectrum that is
made up from a subset of k vibrational transitions, with the
corresponding normal modes QSub the total intensity of this
band (i.e., the intensity 1ntegrated over the whole band) is
given by

aP"\ [ PP
PmmEqE( A (18)
(9Q 0 sub
Q)

where the index p runs over the considered subset of vibra-
tional modes. In this expression, it is assumed that the pro-
portionality constants are equal for all considered transitions,
i.e., that they are independent of the vibrational frequency.
This is, in general, true for IR and VCD spectroscopy, but for
Raman and ROA spectroscopy the proportionality constants
will depend on the vibrational frequency. For details, see
Refs. 19 and 40, where expressions for the absolute IR ab-
sorption as well as for the absolute Raman scattering inten-
sity can be found. However, if one only considers one band
in the Raman or ROA spectrum, for which the difference
between the vibrational frequencies contributing to this band
is small, it is a good approximation to assume that the pro-
portionality constants are equal. Furthermore, it is
common—in particular, in theoretical studies—to ignore the
proportionality constants since they depend on the precise
experimental conditions, and to consider only the appropriate
combination of Raman or ROA invariants, respectively.
This is especially true for the purpose of analyzing the cal-
culated intensity patterns, for which one usually analyzes the
individual invariants.”

As is shown in Appendix E, the individual terms in Eq.
(18) are invariant under unitary transformations, i.e., the total
intensities of the considered band can also be expressed in
terms of appropriate local modes as

aP\V\ [ op?
Iband o« E CIE ( ) % , (19)

p= 1 [-),wa ~cub
90,"/ o

where the derivatives are taken with respect to the trans-
formed modes @™ or with respect to the velocity of the

transformed modes QSUb in the case of the magnetic dipole
contribution to VCD. This allows one to analyze the intensity
of bands in vibrational spectra in terms of localized modes,
which are in many cases much simpler than the delocalized
normal modes, facilitating a qualitative understanding of in-
tensities in terms of local contributions. Since, in general, the
intensities of the different localized modes obtained for one
band will be almost equal, it will in many cases be sufficient
to analyze only one representative localized mode.

While the total intensity of a band in the vibrational
spectrum is invariant under a transformation of the contrib-
uting normal modes, the intensities corresponding to the in-
dividual transformed modes differ from those of the normal
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modes. Therefore, in order to understand the shape of the
bands in the vibrational spectrum, the localized modes and
their corresponding intensities alone are not sufficient, but
also the couplings between them as well as the cross terms in
the intensities arising due to these couplings have to be con-
sidered. However, as will be shown in Sec. IV C, these cou-
plings, in general, have a rather simple structure, which al-
lows it to understand the observed band shapes more easily.

lll. COMPUTATIONAL DETAILS

The structure optimization of a-helical Ala,, was per-
formed with the TURBOMOLE program pa(:kage42’43 employ-
ing density-functional theory. The BP86 exchange-
correlation functional***> and Ahlrichs’ valence triple-zeta
basis set with polarization functions at all atoms (TZVP)*
and the corresponding auxiliary basis set™®* were employed.
The structure has been fully optimized. However, in order to
converge to the desired local minimum, constraints fixing the
positions of different groups of atoms were applied in the
initial phase of the optimization. However, all these con-
straints were relaxed in the final stage of the optimization,
and the optimized structure that was used for the calculation
of the normal modes and vibrational frequencies thus corre-
sponds to a local minimum on the potential energy surface

The program SNF (Refs. 19 and 50) was used to calculate
the normal modes and vibrational frequencies, as well as the
dipole and polarizability derivatives that determine the IR
absorption and the Raman scattering factor. The analytic en-
ergy gradients, which are needed for the seminumerical cal-
culation of the harmonic force field, were calculated with
TURBOMOLE for distorted structures.'*° The Raman scatter-
ing factors were calculated for an excitation wavelength of
799 nm, and it was verified that this wavelength is well away
from any electronic absorption frequency of the considered
molecule. All calculations were performed for the isolated
molecule and solvent effects were not included.

The localization of normal modes and the related analy-
sis routines have been implemented in an add-on package to
SNF written in the PYTHON programming language. The
NUMPY package51 was used for efficient linear algebra opera-
tions where needed. For managing the geometric coordinates
and for the assignment of atoms to individual residues and
atom types in the investigated polypeptide, the OPENBABEL
library5 >33 has been employed.

Pictures of molecular structures and normal modes were
prepared with mMoL.>* Plots of vibrational spectra and of
group coupling matrices were produced using the MATPLOT-
LIB package.55

IV. RESULTS AND DISCUSSION
A. IR and Raman spectra of a-helical (Ala),,

In order to demonstrate the usefulness of localized
modes for the interpretation and understanding of vibrational
spectra, we study the calculated IR and Raman spectra of a
polypeptide consisting of 20 S-alanine residues, denoted
(Ala),g, in the conformation of an a-helix. This a-helical
polypeptide can serve as a simple model for the vibrational
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FIG. 1. (Color online) Calculated IR and Raman spectra of a-helical
(Ala)yy. The spectra have been plotted using a Lorentzian line width of
15 cm™'. Individual peaks have been included as a line spectrum scaled by
0.2. In the IR spectrum, the region below 1400 cm™' has been magnified by
a factor of 5.

spectra of proteins and allows us to study the important
bands that also appear in spectra of more general polypep-
tides and proteins.

The molecular structure of the (Ala),, polypeptide has
been obtained from a full geometry optimization. Therefore,
a rather large polypeptide containing 20 alanine residues has
to be used in order to model an a-helix, since for smaller
polypeptides the structure will otherwise tend toward a
3 lo-helix.56 The backbone dihedral angles of the central resi-
dues are approximately ¢=—63° and ¢y=—42°. Note that at
the termini, the helices are slightly disturbed and tend toward
a 3g-helix. These problems could be circumvented by apply-
ing constraint optimization techniques in order to obtain an
idealized a—helix,24 but then one has to be careful to ensure
that the gradient with respect to the investigated normal
modes vanishes, which is not always easy to achieve. Fur-
thermore, the results might be sensitive to the chosen initial
structure and the applied constraints. In addition to that, re-
alistic models of solvated polypeptides or proteins the struc-
ture will not agree with an idealized structure, but there will
be structural distortions because of end group effects as well
as the solvent environment and because of differences in the
amino acid side chains. Therefore, we want to demonstrate
that the methodology developed here can be applied for such
distorted structures. Note that for idealized models, simpler
procedures that rely on the structural similarity could be used
to obtain localized modes,30 while our method is more gen-
erally applicable.

The calculated IR and Raman spectra of a-helical
(Ala),, in the region between 1800 and 1100 cm™', which
includes the most important bands that are commonly em-
ployed for investigations of polypeptides and proteins, are
shown in Fig. 1. As it is common, these spectra have been
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TABLE 1. Assignment of modes in the calculated vibrational spectrum of a-helical (Ala),, to vibrational bands.
The assignment of modes to different bands is based both on the calculated wavenumbers and on the contri-
butions of the different groups of atoms (carbonyl C=0, amide N-H, backbone C*~H, and sidechain C#H,) to
the normal modes measured according to Eq. (6), which are also listed. See text for details.

Group contributions

(%)
Range

Mode no. (em™) N-H Cc=0 Ce—H CAH,

500 1737 2.6 96.3 0.8 0.3 Carboxyl C=0 stretch
481-499 1633-1681 3-5 93-96 1-3 0-1 Amide I

480 1618 98.4 0.3 1.0 0.3 NH, bend
462-479 1475-1515 66-78 16-22 3-7 2-8 Amide II

461 1468 533 20.6 44 21.7 Amide II/CPH5 bend
421-460 14461466 0-8 0-2 1-2 88-98 CPH, asymm. bend
401-420 1356-1373 0-2 0-2 0-2 97-99 CPH; symm. bend

380, 381, 383-400 1304-1334 3-13 1-15 76-89 3-5 C“H bend (I)

382 1314 32.8 55.0 8.0 42 Carboxyl O-H bend
359, 361-379 1257-1290 3-11 3-19 65-78 8-15 C“H bend (II)
340-358, 360 1184-1260 27-45 15-32 16-37 8-16 Amide IIT
319, 321-339 1103-1156 21-26 2-11 40-50 23-30 Skeletal C*—N stretch

320 1127 31.2 45.0 18.7 5.0 Carboxyl C-O stretch

obtained by broadening the calculated individual transitions
by a Lorentzian line shape with a half-width of 15 cm™ in
order to obtain spectra that can be compared to those ob-
tained experimentally. However, each band in the plotted cal-
culated spectrum, as well as each band in the observed spec-
tra, consists of a number of vibrational transitions, each
corresponding to one normal mode. These individual transi-
tions have been included in the spectra as lines (see Fig. 1),
and it can be seen that the intensities of the individual tran-
sitions within one band in the spectrum show large differ-
ences.

In order to analyze the calculated spectra, it is first nec-
essary to identify the individual modes that contribute to the
observed bands in the vibrational spectra, i.e., the calculated
normal modes have to be grouped into bands. This can be
achieved by considering (a) the wavenumbers of the transi-
tions, which for most vibrational bands cluster around the
corresponding band maxima, and (b) by collecting bands for
which the contributions of certain atom types to the normal
modes as calculated according to Eq. (6) show a similar pat-
tern. For the alanine polypeptides studied here, we consid-
ered the contributions of the carbonyl C=0O groups, the
amide N-H groups, the C*—H groups, and the sidechain me-
thyl CPH; groups.

The assignment of the calculated normal modes to bands
is listed in Table I. While there are some single modes that
originate from the end groups, in particular, the terminal car-
boxyl and NH, groups, for most bands there is a set of 20
normal modes that appears within a clearly defined wave-
number range and that shows similar contributions for the
considered atom types. These sets of normal modes corre-
spond to the peaks found in the calculated IR and Raman
spectra and can be identified with the modes usually found in
the vibrational spectrum of polypeptides in the wavenumber
range considered, i.e., the amide I, II, and III modes, sym-
metric and asymmetric CPH; bending modes, C*H bending
modes, and skeletal C*—N stretching modes.”?7 Only nor-

mal mode 461 cannot be assigned to either the terminal car-
boxyl or NH, group or to one of these bands, but instead
appears to be a mixture of amide II and CPH; bending
modes.

All peaks in the IR and Raman spectra shown in Fig. 1
can be identified with one of these sets of normal modes. The
wavenumber range of these sets of modes, the corresponding
band maxima, as well as the total calculated IR absorption
and Raman scattering factors of these bands are collected in
Table II. The assignment of these groups of modes to certain
types of vibrations will be discussed in more detail in Sec.
IV B. Briefly, the amide I modes are dominated by C=0
stretching vibrations, and the amide II and amide III modes
are mainly N-H bending modes. The modes denoted as
C“—H bending and those denoted as amide III modes in
Table II are usually jointly referred to as “extended amide III
region,” since all these modes consist of coupled N-H bend-
ing and C“~H bending vibrations.?” For all bands, these main
contributions can also be identified from the contributions of
the different atom types listed in Table I.

B. Localized modes

To rationalize the calculated spectra, each of the bands
discussed in Sec. IV A can be separately analyzed in terms of
localized modes. In order to explain the procedure used for
this analysis and to point out general characteristics of the
localized modes, we will first focus on the amide I band.

For the normal modes contributing to the amide I band,
Table III lists the wavenumbers of the vibrational transitions
together with the IR absorption and the Raman scattering
factor. The modes span a rather large frequency range of
almost 50 cm™!' and show an irregular intensity pattern, in
which the intensities of some modes are very strong, while
those of other modes are almost negligible. These amide I
normal modes are combinations of carbonyl stretching vibra-
tions, that are—with the exception of a few modes localized
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TABLE II. Wavenumber ranges, band maxima, and sum of the IR absorption and Raman scattering factor for
the characteristic bands in the vibrational spectra of a-helical (Ala),,. Band maxima refer to the calculated IR

spectrum.

Range Maximum Total IR abs. Total Raman int.

(cm™) (cm™) (km/mol) (A*/amu)
Amide I 1633-1681 1659 6279.9 483.1
Amide 1T 1468-1515 1514 1918.6 30.3
CPH; asymm. bend 1446-1466 1456 496.4 3228
CAH4 symm. bend 1356-1373 1367 248.7 45.2
C“H bend (I) 1304-1334 1317 198.8 199.9
C“H bend (II) 1257-1290 1288 215.0 101.2
Amide IIT 1184-1260 1221, 1241 528.4 95.8
Skeletal C*~N stretch 1103-1156 1144 353.6 47.5

on the terminal residues that appear mainly at either high or
low wavenumbers—delocalized over the full helix. As rep-
resentative examples, the normal modes 490 and 491 at
1660.4 and 1662.4 cm™', respectively, are shown in Fig.
2(a).

After transformation of the amide I normal modes to a
set of localized modes, the situation is rather different. The
wavenumbers of the localized modes—obtained as the diag-
onal elements of the coupling matrix £ calculated according
to Eq. (11)—as well as the IR absorption and the Raman
scattering factors of the localized modes are listed in Table
III. In this table, the localized modes are sorted according to
the amino acid residue that gives the largest contribution to
the mode. For the transformation to localized orbitals the
atomic-contribution localization criterion has been used—a
comparison of both schemes, atomic-contribution and dis-
tance localization criteria, proposed in the theory part will be
presented later in Sec. IV D.

The wavenumbers of the localized modes cover a range
of only approximately 15 cm™' (between 1649 and
1663 cm™"), much smaller than for the normal modes, with
the exception of the localized modes at the terminal residues
3, 16, 18, and 19. Also the intensities show, in contrast to
those of the normal modes, a very regular pattern with very
similar IR absorption (of approximately 350 km/mol) and
Raman scattering factors (of approximately 30 A*/amu) for
each localized mode. However, some irregularities for modes
localized on the terminal residues occur. Note that, as dis-
cussed in Sec. II C, the total IR absorption and the total
Raman scattering factor are equal for normal modes and lo-
calized modes.

In Fig. 2(b), the two localized amide I modes with the
main contributions at residues 9 and 10 are shown. In con-
trast to the amide I normal modes these are not combinations
of a number of carbonyl stretching vibrations, but each lo-
calized mode is dominated by one single carbonyl stretching

TABLE III. Wavenumbers, IR absorption, and Raman scattering factor for amide I normal modes and the
corresponding localized modes of a-helical (Ala),,. See text for details.

Normal modes

Localized modes

v; IR abs. Raman int. ﬁ,-,- IR abs. Raman int.
Mode (em™) (km/mol) (A*/amu) Residue (em™) (km/mol) (A*/amu)
481 1633.0 268.9 22.5 1 1658.8 329.9 28.2
482 1639.1 74.5 6.6 2 1663.1 283.1 26.0
483 1640.7 84.4 8.3 3 1637.0 361.4 30.5
484 1642.1 60.2 5.9 4 1649.4 351.8 31.0
485 1645.4 232.1 23.5 5 1659.3 329.8 29.8
486 1647.0 627.6 50.2 6 1662.0 356.3 31.2
487 1652.8 1123.5 87.4 7 1659.1 359.3 31.1
488 1654.5 439.6 38.3 8 1655.9 361.1 31.0
489 1657.7 173.1 3.2 9 1654.6 368.6 31.1
490 1660.4 2163.8 189.5 10 1654.9 360.2 29.7
491 1662.4 218.4 2.0 11 1654.8 369.8 29.1
492 1666.5 52.3 7.0 12 1655.8 367.7 29.2
493 1667.3 255.6 5.2 13 1662.1 293.9 19.8
494 1668.9 35.6 2.7 14 1649.9 387.4 29.8
495 1671.0 32.3 1.6 15 1661.4 350.0 24.6
496 1672.8 19.4 0.4 16 1676.6 274.2 16.1
497 1674.9 155.3 13.9 17 1656.4 283.5 15.8
498 1677.9 106.1 6.5 18 1676.2 252.3 11.5
499 1680.8 157.4 8.6 19 1667.6 239.6 7.6
Sum 6279.9 483.1 6279.9 483.1
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FIG. 2. (Color online) Amide I normal modes and localized modes for
a-helical (Ala),,. (a) Normal modes 490 and 491 at 1660.4 and
1662.4 cm™!, respectively. (b) Localized amide I modes with main contri-
bution on residues 9 and 10. The (fictitious) wavenumbers (); of these
modes are 1654.6 and 1654.9 cm™!, respectively. See text for details.

vibration. The different localized modes involve almost iden-
tical types of displacements. Homologous atoms perform the
same type of collective motion at different residues if local-
ized modes are compared. Therefore, these localized modes
exhibit very similar wavenumbers and intensities. The varia-
tions in both wavenumbers and intensities that are found for
the localized modes on different residues are due to the dif-
ferences in the geometric structure and the environment (e.g.,
different intramolecular hydrogen bonding patterns at the ter-
mini) along the helix. However, since these variations are
small, it will often be sufficient to consider only one repre-
sentative localized mode that can then be taken as a model
for all localized modes. This localized mode and its intensity
can then be further analyzed, for instance, by performing a
decomposition into local contributions using the scheme pro-

(a)

~

amide |

(d)

, L
CH; asymm. CH, symm.

v’
amide Il

C%*-H bending (Il)

J. Chem. Phys. 130, 084106 (2009)

posed by Hug.33 It should be noted that this is not equivalent
to using normal modes of smaller fragments to interpret the
spectrum of larger polypeptides, since the localized modes
include the effects of all residues in the full system on the
electronic structure and the true normal modes of the full
system can be obtained from the localized modes by a suit-
able transformation.

The transformation to localized modes also provides a
means for visualizing the vibrations responsible for the vari-
ous bands in the vibrational spectra. While the normal modes
are delocalized over a large number of residues and thus—
because of the large number of involved atoms—hard to vi-
sualize, the localized modes involve only a few atoms. This
makes it possible to visualize the involved displacements for
a small number of residues only. Figure 3 shows for each
considered band in the vibrational spectra of a-helical
(Ala),, one of the localized modes with the main contribu-
tion on residues 9 or 10. Since the contributions of atoms in
all other residues are small for these localized modes, only
the atoms of residues 9 and 10 have to be shown, which
simplifies the pictures significantly compared to Fig. 2.

As already discussed above, the amide I modes are
dominated by the carbonyl C=0 stretching vibration. How-
ever, as Fig. 3 shows there are also smaller contributions of
N-H bending and C*—H bending vibrations. The amide II
mode is an out-of-phase combination of the N-H bending
and the C-N stretching vibrations of the amide group. The
asymmetric and symmetric C#H; bending modes can also be
easily identified in the Fig. 3 and are hardly coupled to any
other vibrations. For the modes in the extended amide III
region the situation is more complicated. The modes labeled
as C?*—H bending (I) are mainly a deformation of the C*~H
group in the direction of the C“—H bond, while those labeled
C“—H bending (II) are dominated by a deformation perpen-
dicular to the C*~N bond. However, both modes also have

FIG. 3. (Color online) Localized
modes of all considered bands in the
vibrational ~ spectra of  a-helical
(Ala),y. Only residues 9 and 10 are
shown, the remaining parts of the he-
lix are left out for clarity. For each
band, one of the localized modes with
the main contribution on these resi-
dues is shown. The contribution of at-
oms in the remaining residues to these
modes is negligible.

C%-H bending (1)

skeletal C-N stretch
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TABLE IV. Coupling constants for the interaction of the localized modes on residue 8 with those on residues
9-12. For the asymmetric C®H; bending vibration, only the localized mode with the lower wavenumber is

considered on each residue. Both the coupling constants given by the matrix elements of © and those calculated
approximately from the interaction of the transition dipole moments of the localized modes (labeled TDC) are

given. See text for details. All values in cm™.

Q matrix elements TDC

89 810 8§11 8§12 89 810 811 8§12
Amide 1 7.9 -23 —4.2 -04 10.2 -2.0 =72 —0.7
Amide II 33 -3.6 0.6 0.8 2.5 —0.8 0.3 0.5
CPH; asymmetric bend 0.1 0.2 0.2 0.0 0.0 0.0 0.0 0.0
CPH; symmetric bend 0.2 0.1 0.2 —0.0 —0.1 0.0 —0.1 0.0
C“H bend (I) 1.1 0.3 —0.1 -0.3 0.0 0.0 0.0 —0.1
C“H bend (II) 2.7 -0.8 1.3 —0.1 —-0.3 0.0 0.0 -0.2
Amide IIT 7.5 1.0 —0.6 0.8 1.9 —0.3 -0.2 0.0
Skeletal C*—N stretch 1.3 -0.8 -0.3 -0.5 0.4 —0.0 —0.1 —0.1

significant contributions of a N-H bending as well as of an
asymmetric C#H; bending vibration. The amide III mode is
an in-phase combination of the N-H bending and C-N
stretching vibrations of the amide group, with some C*—H
bending (approximately perpendicular to the C*~N bond)
and asymmetric CAH; bending contributions. Finally, the
skeletal C“—N stretching mode not only contains a signifi-
cant amount of a C*—N stretching vibration but also has
significant contributions of C“~H and asymmetric CPH;
bending.

C. Coupling constants

Additional information is provided by the coupling con-
stants between the localized modes on different residues, i.e.,

the off-diagonal elements of the matrix Q. These describe
the interaction between the localized modes, and therefore
determine how the localized modes combine to normal
modes. While for an analysis of the total intensity of a cer-
tain band the localized modes and their intensities are suffi-
cient, a detailed description of the band shapes will require
that these coupling constants are taken into consideration.
Similar to what was noted for the localized modes,
where modes on different residues are similar and show
similar vibrational frequencies and intensities, also the cou-
pling constants are similar for localized modes on different
residues and only depend on the distance between the

coupled residues. Therefore, the coupling matrix Q has a
rather simple structure, with almost equal coupling constants
on the secondary diagonals. Deviations only occur for the
terminal residues, for which deviations of the coupling con-
stants are found. Therefore, it will usually be sufficient to
consider only the couplings of one representative localized
mode with the localized modes on its neighboring residues.

The coupling constants for the interaction of the local-
ized mode on residue 8 with those on its neighboring resi-
dues are given in Table IV for all considered vibrational
bands of (Ala),,. Only the couplings between localized
modes that are separated by up to three residues are given,
the magnitude of the coupling constants between localized
modes that are further apart are in all cases smaller than
1 cm™. It should be noted that the sign of the coupling

constants depends on the choice of the (arbitrary) phase of
the localized modes. We choose this phase such that in all
cases, the nearest-neighbor coupling constants are positive,
which in the case of the amide I vibrations leads to localized
modes with the same phase of the carbonyl stretching vibra-
tion, but which results in localized modes with alternating
phases in some other cases.

For the different bands, both the magnitudes of the cou-
pling constants and the qualitative patterns (i.e., the relative
sign and magnitudes of the couplings between different resi-
dues) are rather different. The largest coupling constants are
found for the amide I band, where the largest couplings oc-
cur between nearest-neighbor residues, with a coupling con-

stant of ﬁi,m =7.9 cm™'. For residues that are further apart,
the coupling constants are negative. For the second nearest
neighbor, the coupling constant is ﬁ,-,,»+2=—2.3 cm™!, which
is significantly smaller than for the nearest neighbor, and for
the third nearest neighbor, which corresponds to one com-

plete turn of the a-helix, the coupling constants increase

again to ﬁi,i+3=—4.3 cm™!, ie., the larger third nearest-

neighbor coupling reflects the a-helical structure of the sys-
tem under study. For residues that are more than three resi-
dues apart, the coupling constants are significantly smaller.

Also for the amide IT band and the extended amide III
region significant coupling constants are found, while the
couplings are small for the skeletal C*~N stretching band
and almost zero for the symmetric and asymmetric C#H,
bending modes. Note the different qualitative coupling pat-
terns found for the different bands. For instance, while for
the amide I band the largest coupling constant is the nearest-
neighbor one, with the other couplings being significantly
smaller, for the amide II band the first and second nearest-
neighbor coupling constants are of similar magnitude, but
with opposite sign. This will lead to distinct differences in
the normal modes and the intensity distributions within the
bands.

While with our approach it is possible to obtain vibra-
tional frequencies of localized modes and coupling constants
for the interaction between them from full quantum chemical
calculations, empirical methods for the calculation of vibra-
tional spectra often proceed in the other direction by employ-
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ing frequencies of local modes and coupling constants that
are either determined empirically or from calculations on
small systems. The most prominent example where such a
model has been successfully applied is for the amide I band
in polypeptides and proteins, where it is well established that
the shape and position of the amide I band are largely influ-
enced by the coupling between the individual carbonyl
stretching vibrations. This was first recognized by Krimm
and co-workers,”””® who showed that the splitting of the
amide I band in B-sheet polypeptides can be explained by
using a simple dipole coupling model. Such empirical TDC
coupling constants have since then been used in numerous
theoretical studies.’® However, the TDC model neglects
the effects of through-bond couplings, and it has been shown
that for residues that are close to each other, the TDC model
leads to significant deviations of the resulting vibrational
frequencies.ﬁl’62

In contrast, our approach allows one to extract coupling
constants from full quantum chemical calculations that in-
clude all these effects and that do not rely on any empirical
models. It is therefore instructive to compare these coupling

constants obtained as off-diagonal elements of Q, which can
be considered exact within the given computational method-
ology, to those one obtains by using a the TDC model,”® i.e

by assuming that the coupling constants are determined by
an interaction of the transition dipole moments of the local-
ized modes. Within such a simple dipole approximation, the

off-diagonal elements of H™ are given by

Hyy = |yl X, (20)

where p,=(Jp/ c?Q;“b)o is the derivative of the dipole mo-
ment with respect to normal mode p (i.e., the transition di-

pole moment) and
x %€= 3(ep-ep)(eq-epy)
P4 R
P4

21

is the orientational factor, which depends on the orientation
of the two transition dipoles with respect to each other. In
this expression e, and e, are the unit vectors in the directions
of m, and p,, respectively, R, is the distance between the
two transition dipoles, and ey, is the unit vector along the
line connecting the two dipoles.

Studies applying such a TDC model have to apply values
for the transition dipole vectors that have either been deter-
mined empirically or from calculations on model systems,
and rely on a suitable parametrization of the location and
direction of these transition dlpoles % In our case it is pos-
sible to extract these parameters directly from the localized
modes. The transition dipole vectors m, and u, can be taken
directly form the calculations, and we assume that these di-
poles are located at the centers of the localized modes de-
fined according to Eq. (7). The calculated off-diagonal ele-

ments of H*™ can then be converted to coupling constants
according to Eq. (15). These coupling constants then corre-
spond to the pure dipole—dipole coupling between the local-
ized modes.

The coupling constants calculated using the TDC model
are included in Table. IV. For the amide I band the TDC

J. Chem. Phys. 130, 084106 (2009)

coupling constants are roughly in qualitative agreement with

the calculated off-diagonal elements of Q. The largest cou-
pling constant is found for the nearest-neighbor coupling,
and the coupling constants for residues that are further apart
are negative, with the third nearest-neighbor coupling being
the largest in magnitude. However, there are significant
quantitative differences between the exact coupling constants
and the TDC values. In particular, the magnitude of the TDC
coupling constants is in all cases too large, and the absolute
value of the fourth-nearest-neighbor coupling constant is
larger for the second nearest neighbor, while the exact value
is smaller by a factor of almost 7. These differences can be
mainly attributed to through-bond couplings, which are ne-
glected in the TDC model. Note that in our calculations the
magnitude of the transition dipole moment is approximately
3.1 D A" amu™"2 for the considered localized modes, while
empirical TDC calculations for the amide I band usually use
a smaller value of 2.73 D A~ amu™"2.% This lowers the
absolute value of the calculated coupling constants and leads
to a better agreement, i.e., the parameters used in empirical
TDC calculations are scaled such that they partly account for
through-bond couplings.

For the amide II band, the TDC coupling constants have
the correct sign, but are qualitatively different from the exact
ones. While for the latter, the second-nearest-neighbor cou-
pling constant is the largest in magnitude, with the TDC
model the nearest-neighbor coupling is larger in magnitude
than the second nearest-neighbor one. For the extended
amide III region as well as for the skeletal C*—N stretching
band, the TDC coupling constants are significantly too small
and even have the wrong sign in some cases. In addition to
the neglect of through-bond couplings for these vibrations
that are not dominated by a single stretching or bending vi-
bration, also the neglect of higher transition multipole mo-
ments becomes significant.

D. Comparison of atomic-contribution and distance
localization criteria

The two localization criteria &, [Eq. (5)] and & [Eq.
(9)] are defined in rather different ways as explained in the
theory part of this work. The first minimizes—in analogy to
the Pipek—Mezey orbital localization criterion—the sum of
the squares of the atomic contributions to the localized
modes, while the latter—in analogy to the Boys orbital lo-
calization criterion—maximizes the distance between the
centers of the localized modes. Therefore, it is necessary to
compare the localized modes resulting from these two differ-
ent criteria.

To measure how similar the localized modes QSub @ and

0°">4) (obtained by localization according to the atomic-

contribution and distance criteria, respectively) are, one can
calculate the overlap of the two localized modes, which can
be defined as®

0,= (S o), @2)

where the square has to be taken since the phase of the
modes is arbitrary. For identical modes, the overlap is 1,
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TABLE V. Comparison of the localized modes obtained with the atomic-contribution and with the distance
localization criteria. For each band in the vibrational spectrum of a-helical (Ala),, the square root of the
minimum overlap, the maximum absolute differences in the diagonal and off-diagonal element of the coupling

matrix €, and the maximum absolute differences in the IR absorption and Raman scattering factor with respect

to the localized modes are listed.

. max|AQ,| max|AQ,; max|A(IR)] max|A(Raman)|
Band min \O, (ecm™) (ecm™) (km/mol) (A*/amu)
Amide I 0.9999 0.04 0.07 1.18 0.07
Amide II 0.9986 0.40 1.71 2.07 0.02
CPH; asymmetric bend 0.8952 1.06 2.26 10.18 1.02
CPH, symmetric bend 0.9999 0.00 0.03 0.04 0.01
C“H bend (I) 0.9999 0.02 0.17 0.33 0.09
C“H bend (II) 0.9988 0.25 0.43 0.59 0.35
Amide IIT 0.9982 1.16 0.85 0.92 0.13
Skeletal C*—N stretch 0.9994 0.18 0.95 1.41 0.16

while it is O for orthogonal modes. In addition to the overlap,
we will also compare the wavenumbers of the localized

modes (i.e., the diagonal elements of the coupling matrix Q),

the coupling constants (i.e., the off-diagonal elements of Q),
as well as the IR absorption and Raman scattering factor
with respect to the localized modes.

In Table V, the localized modes obtained according to
the two different localization criteria for each considered
band in the vibrational spectra of a-helical (Ala),, are com-
pared. For each of these bands, the minimum overlap of the
localized modes as well as the maximum absolute differ-

ences in the diagonal and off-diagonal elements of Q and in
the IR absorption and Raman scattering factors with respect
to the localized modes are shown.

For all bands except for CAH; asymmetric bending,
which will be considered separately below, the square root of
the overlap of the localized modes obtained according to the
two different localization criteria is larger than 0.99, i.e., the
calculated localized modes are almost identical. This can
also be seen from the differences in the wavenumbers of the
localized modes, which are in all cases smaller than
1.1 cm™!. Furthermore, the differences in the IR absorption
are smaller than 2.1 km/mol, and those in the Raman scat-
tering factor smaller than 0.4 N amu, which is a relative
error of less than 1%. The coupling constants are somewhat
more sensitive to the differences in the localized modes, with
a maximum difference of 1.7 cm™' for the amide II band and
of up to 1.0 cm™! for the other bands.

For the CPH; asymmetric bending vibrations, the over-
lap of the localized modes obtained according to the two
different localization criteria is only 0.90, and also for the IR
absorption, the Raman scattering factors, and the coupling
constants larger errors than for the other bands are found.
However, these can be easily understood, since there are two
almost degenerate asymmetric C#H; bending modes on the
side chain of each residue [cf. Figs. 3(c) and 3(d)]. This is
similar to what is known from orbital localization.
While Pipek—Mezey-localized orbitals preserve the
o-/ mr-separation for lone pairs and double bonds, the Boys-
localized orbitals show ‘“rabbit ears” and ‘“banana bonds,”
respectively.64

In summary, both the atomic-contribution and distance
localization criteria yield very similar localized modes for
cases in which the normal modes are combinations of similar
vibrations on different residues, i.e., the resulting localized
modes are similar modes located on different residues. Dif-
ferences between the two criteria only occur when localizing
modes that involve the same atoms within one residue, such
as it is the case for the asymmetric C#H; bending modes. In
these cases, we consider the atomic-contribution localization
criterion more suitable, since—similar as for orbital
localization—it tends to produce localized modes that re-
semble the normal modes calculated for a single residue
more closely.

V. CONCLUSIONS

We have developed a methodology for the analysis of
calculated vibrational spectra of polypeptides and proteins in
terms of localized modes. These localized modes are ob-
tained by determining the unitary transformation of the nor-
mal modes within one band of the spectrum that maximizes
a suitably defined localization criterion. For this localization
criterion, two different choices &, and &;;, have been consid-
ered, and it is found that for normal modes that arise as
delocalized combinations of vibrations on different residues
the resulting localized modes are not sensitive to the chosen
localization criterion. Hence, there is often no need to actu-
ally differentiate between the atomic contributions and dis-
tance localized modes. Instead, we may choose one of the
localization procedures and call the resulting modes simply
localized modes.

While in the present work we focused on the calculation
of localized modes, it is also possible to determine the uni-
tary transformation that is optimal with respect to another
criterion. This could, for instance, be used to extract special
modes such as the low-frequency helical breathing mode
considered in Ref. 56, which are not directly accessible oth-
erwise.

The localized modes have, even though they have no
direct physical significance, a number of features that make
them more suited for the analysis of vibrational spectra than
the normal modes. First, the localized modes are limited to a
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specific part of the system and to a small number of atoms, in
contrast to the normal modes, which are usually delocalized
over the whole system, limited to a specific part of the sys-
tem and to a small number of atoms. This simplifies their
visualization and allows it to easily investigate the vibrations
contributing to a certain band in the vibrational spectrum.
Second, for the normal modes within one band of the vibra-
tional spectrum of a polypeptide or protein, the localized
modes on the different amino acid residues will be very simi-
lar vibrations. Therefore, for many purposes it will be suffi-
cient to look at only one representative localized mode for
each band found in the spectrum if one wants to analyze the
vibrational frequencies at which certain bands appear in the
spectrum or shifts in these vibrational frequencies caused by
structural changes.

As we have shown, the total intensity of a band in the IR
or Raman spectrum is invariant under a unitary transforma-
tion of the contributing normal modes and, therefore, it can
equally well be analyzed in terms of the intensities of the
localized modes. Since these will, in general, all show simi-
lar contributions, it is sufficient to consider the intensity of
only one localized mode in order to study the factors deter-
mining the total intensities of certain bands. The same will
be true for VCD and ROA spectroscopies, even though this
was not exploited in the present work but is in progress in
our laboratory. While the total intensity of a band in the IR
and Raman spectra is given by the sum of the intensities of
the localized modes, the precise band shape is determined by
the couplings between the localized modes, for which cou-
pling constants can be extracted from full quantum chemical
calculations using the methodology presented here.

While traditionally vibrational spectra of polypeptides
and proteins are interpreted in terms of local modes and local
mode vibrational frequencies determined for small model
systems, we have shown how such parameters can be ex-
tracted from full quantum chemical calculations. These could
then possibly be used to parametrize improved empirical
models. The same holds for the coupling constants describ-
ing the interaction between localized modes, for which
mostly the TDC model is applied. However, as we have
shown for the example of a-helical (Ala),,, such empirical
coupling constants are in many cases not even qualitatively
correct.

The analysis of calculated vibrational spectra of
polypeptides and proteins in terms of localized modes will
make it possible to analyze the influence of secondary struc-
ture changes on the vibrational spectra in detail. However,
such an investigation is beyond the scope of the present
work, and a study of the IR and Raman spectra of helical
alanine polypeptides will be presented elsewhere.”®
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APPENDIX A: EQUIVALENCE OF £}, AND £y

In this appendix we show that the unitary transformation
U that maximizes &} (Q*"*U) also maximizes &g(Q°U),

i.e., the two localization criteria are equivalent. First,
§éist(QS”bU)=§éisl(qub) can be rewritten as
g(riist(’QvSUb)
k Kk
center centery2
=2 2 (Ry™ =R (A1)
p=1¢g=1
k k
=E E [(R;enler)z _ 2R;enlerR;enter + (R;emer)2] (AZ)
p=1 g=1
k k
_kz (Rcenter)Z + kE (Rcemer)Z 22 2 Rcentechemer
p=1¢g=1
(A3)
k k 2
=2k2 (R;enter)Z _ 2( 2 R;emer) (A4)
p=1 p=1
k 2
=2k2 (R;enter)Z ) 2 (E Rcenler) ) (AS)
p=1

The maximization of the first term is equivalent to the maxi-
mization of &g, while the second term is invariant under
unitary transformations of the modes because

é{él(g’)(ésub) g:;j,](g/f qubU) E Rcenter

= % E R,»,% (Qr)? (A6)
=§ 2 UpUp 2 g2 Q0% (A7)
=2 (% U, U,,S)Ei RpZ OIS0, (A9)
=2 8.2 Rip OO0 (A9)
=§ 2 R,-,% (Q0)* = & (@), (A10)

is invariant under unitary transformations. This can also be
seen by defining a matrix K# as

K= E R,ﬁE Oran, Qo (A11)
Then we have
&R =TrK'P, (A12)
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é;’j’i(slf)(ésub) = fg,(g)(QSUbU) = Tr(UTK(ﬁ)U),

and Sdm (Q)=¢; "A)(Q%PY) because the trace of a matrix is

1§t
invariant under unitary transformations.

(A13)

APPENDIX B: JACOBI-SWEEP METHOD FOR THE
CALCULATION OF LOCALIZED MODES

The unitary transformation that—according to a given
localization measure—yields the optimally localized modes,
i.e., the matrix U that maximizes the function &Q*"°U), can
be determined by using so-called Jacobi sweeps, as proposed
by Edmiston and Ruedenberg37 for the determination of lo-
calized orbitals.

The transformation matrix U is expressed as consecutive
Jacobi rotations,

U=U(1)U(2)"‘U(m), (B1)

where U" are two by two rotations (among modes p and ¢)
with the entries

U(l) U(’) =Cos v, (B2)
(i) — (i) —

Upyy=—U,,=sinvy, (B3)

U(r?z 6,, for all other entries. (B4)

The optimal transformation is then built up by performing
sweeps over all pairs of modes and choosing the optimal
rotation angle vy in each step. Hence, the rotation matrix U
is determined such that &QUVUY) is maximized, where
QD= (yWy®?...yi=Y) are the (partially localized)
modes after (i—1) Jacobi rotations. This procedure is re-
peated until a Jacobi sweep does not lead to a further in-
crease in &

For the two considered localization measures &, and
&4 the function £(QUYUY) can be expressed in the form

E(Q(i—l)U(i)) = E 2 UE?U(I)U(I)U(I K(l 1) (BS)

ur ~vrttstuv

rstuv
where
1 _ (i~ l) (i=1) (i=1)
K::L(;v E ( E lea s klat )( E Qka lea,v ) ’
k=1 \ a=x,y,z a=x,y,z

(B6)

e _ (ER S oo m)

a=x,y,z
(ER 2 Ql(:a:,t) kav) (B7)
k=1 a=x,y,z

Utilizing that U" is a Jacobi rotation which mixes modes p
and ¢ with rotation angle vy, Eq. (B5) simplifies to

=Dy = #(i-1 -
QUUY) = €QY) +A,,~ A, cos 4y + B, sin 4y,
(B3)

with
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€Q') = E Ky (B9)
and

=Ko~ [Ké’p,?} + Ko = 2K i) (B10)

= Kipppy = Koaay (B11)

Pl’Pq qqqp

If one now defines the angle a with —7/4=a<m/4 by the
two equations

(B12)

(B13)

one obtains

EQUIUY) = Q) + A, + VA, + B, cos 4(y— a),
(B14)
which is maximized for y=a. Note that both Egs. (B12) and
(B13) are needed in order to define the angle « uniquely,

since either of the two equations has two solutions between
—m/4 and /4.

APPENDIX C: APPROXIMATE RELATIONS
BETWEEN H'* AND Q

The Hessian matrix with respect to localized modes H
and the coupling matrix Q are related by [cf. Eq. (12)],

H" =470, (Cn
and it follows for the diagonal elements
Hi =472 O (C2)
k
—4#(92 + >0 ) (C3)
k#i
- 1« Q
=470 1+ —> == . C4
( e ﬂ) .

If we assume that {;, <{);; (for k # i), which usually holds if
one considers the localized modes for one band in the vibra-
tional spectrum, i.e., if the differences between the vibration
frequencies of the considered normal modes is small, the
second term is negligible and we get

H'" ~ 47702 (C5)

from which Eq. (14) immediately follows.
For the off-diagonal elements we have

ﬁ,s-}lb =4 ﬁikﬁjk (Co)
X

Downloaded 04 Jul 2012 to 141.3.193.107. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



084106-14  C. R. Jacob and M. Reiher
_4712(9 @+ Q)+ > Q,ijk> (C7)
k#i,j
and it follows
H . Q.0.
e (C8)
4772(9” + ij) k#i,j 4772(9” + ij)

where under the assumptions made above, the second term
on the right-hand side is very small compared to the first one,
so that

1y~ —— ()
47(Q;,+ Q)
H;;
~_ i
47 (T + V) (C10)

which is the same as Eq. (15).

APPENDIX D: VIBRATIONAL INTENSITIES IN IR,
RAMAN, VCD, AND ROA SPECTROSCOPIES

In IR spectroscopy, the absorption of the pth vibrational
mode is proportional to the square of the derivative of the
dipole moment with respect to the corresponding normal

19
mode,

ooz ()
r an 0 a 0Qp 0
The rotational strengths, which determine the differences in
the absorption of left- and right-circularly polarized lights
that are measured in VCD spectroscopy, are given by the
imaginary part of the products of electric and magnetic tran-
sition dipole moments. Within the usual appro><imations,66‘67
the measured difference in absorption is proportional to the
product of the derivative of the electric dipole moment with
respect to the normal mode and the imaginary part of the
derivative of the magnetic dipole moment with respect to the
normal mode velocity,1

v () (2) |2 ), ),

(D2)

(D1)

The scattering intensity measured in Raman spectroscopy is

proportional to a linear combination of the Raman
invariants,lg’68
IPRaman o [clalz, + czylzj], (D3)

where the coefficients ¢, and ¢, depend on the geometries of
the scattering experiment. The term on the right-hand side of
the above expression is the so-called scattering factor S. The
isotropic and anisotropic Raman invariants are given by

r 9 an 0 &Qp 0 an 0

25,

(D4)
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2
sols Hﬁi@) _(ﬂ) (f?_ag@) }
r 2 af (9Qp 0 é’Qp 0 0')Q17 0
The intensity differences measured in ROA spectroscopy are
proportional to a linear combination of the ROA invariants,”!

(D5)

IROA — (IRaman _ Igaman)

«[c1aG' +e,B(G') + c3B(A)], (D6)

where again the coefficients ¢; depend on the experimental
setup. The ROA invariants are given by

"E ( 0, >O(aa(;Q’p )0

or- i3 )5
B( ) azﬁ (9Qp 0 §Qp 0

()5
é’Qp 0 an 0

3l ),
B( ) wLa%ﬁe 7 &Qp 0 &Qp 0

where w; is the angular frequency of the incident laser beam
and €, is an element of the antisymmetric Levi-Civita ten-
SOr.

As can be seen from these expressions, the IR absorption
and the Raman scattering intensity as well as the intensity
differences measured in VCD and ROA spectroscopy can all
be given in the form of Eq. (16).

(D7)

(D8)

(D9)

APPENDIX E: INVARIANCE OF THE SUM OF
VIBRATIONAL INTENSITIES UNDER UNITARY
TRANSFORMATIONS

As shown in Sec. II C, the total intensity of a band in the
vibrational spectrum depends on terms of the form

k (1) (2)

apP; aP

L=, <_(9Q5“b> (—(.) ) (E1)
p=1 p /0 aQ;ub 0

gP"\ [Py
b, (c) b,(c) l l
_E 2 E stgp jsu p ( 0 () ’ (EZ)

JOR;
p=1 ia jB ia
L?Rjﬁ

where in the second line the derivatives are taken either with
respect to the Cartesian displacement R;, or with respect to

the Cartesian component of the velocity R,-a. By defining the
matrix K as

aPV\ [ oP?
I _ sub. (c) sub,(c) l 971
Kj’q 2 E Qlap B4 ( o> (E3)
ia jB &sz 0
ﬂRia 0
this can be expressed as
L=TrK". (E4)

With respect to the transformed modes we have
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_ & P P
L=2—— 0 (E5)
pl aQ;Ub’(C) 0 Asub,(c)
99,
: o) s PN [ PP
:2 E E E UprUpsQ?zl;,;(C)Q;;i’,.;(C) IR ()
p=1 ia jB rs i/ 0 IR. 0
1423
(E6)
=Tr(U'K"U)=Tr K" =L, (E7)

where in the last line we used that the trace of a matrix is
invariant under unitary transformations.
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