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We present an extension of the frozen-density embedding �FDE� scheme within density-functional
theory �T. A. Wesolowski and A. Warshel, J. Phys. Chem. 97, 8050 �1993�� that can be applied to
subsystems connected by covalent bonds, as well as a practical implementation of such an extended
FDE scheme. We show how the proposed scheme can be employed for quantum chemical
calculations of proteins by treating each constituting amino acid as a separate subsystem. To assess
the accuracy of the extended FDE scheme, we present calculations for several dipeptides and for the
protein ubiquitin. © 2008 American Institute of Physics. �DOI: 10.1063/1.2906128�

I. INTRODUCTION

The treatment of systems relevant for the understanding
of biological processes presents a major challenge for theo-
retical chemistry.1 Applications of quantum chemical meth-
ods, in particular, density-functional theory �DFT�, to sys-
tems such as proteins or enzymes are not only hampered by
the increase of the required computational power with the
size of the studied system2,3 but also by the fact that the
interpretation of the results of such calculations becomes in-
creasingly difficult for large systems since in many cases a
lot of superfluous information is obtained �see, e.g., Ref. 4�.

Subsystem approaches �for examples, see Refs. 5–11�, in
which the total system is decomposed into a number of con-
stituting fragments that are each treated individually, are a
very attractive alternative to a full quantum chemical treat-
ment of large biological systems for several reasons. First,
subsystem methods are in general more efficient than a con-
ventional treatment of the full system. Since the computa-
tional effort needed for the calculation of one subsystem is
usually independent of the size of the full system, one ob-
tains methods that naturally scale linearly with the system
size.5–7 Second, from a chemist’s point of view a partitioning
into subsystems provides a more natural way for the inter-
pretation of the results since it offers a picture in terms of the
chemical building blocks, such as the individual amino acids
constituting a protein or interacting chromophores in natural
light harvesting systems.12,13 Finally, subsystem approaches
provide the possibility to focus on interesting parts of the
system, such as the active site of an enzyme. Since the sub-
systems are treated individually, it is easily possible to em-
ploy a more accurate treatment only for one or a few selected
subsystems of interest.14–17

One example of a subsystem approach for the treatment
of proteins is the molecular fractionation with conjugate cap

�MFCC� scheme developed by Zhang and co-workers.8,18,19

In this scheme, the protein is partitioned into the constituting
amino acids, and capping groups are added to saturate bonds
between different subsystems.

For the case of dialanine, this partitioning is illustrated in
Fig. 1. The dialanine is cut at the peptide bond and in both
fragments a capping group is added. In Fig. 1, these capping
groups are chosen as the complementary part of the peptide
bond �i.e., a NuH group or a CvO group, respectively�
plus a terminating methyl group. This choice can be consid-
ered as minimal since it uses the smallest capping groups
that preserve the electronic structure of the peptide bond. In
the original MFCC scheme, larger caps also including side
chains of the neighboring amino acids are used. The two
introduced caps can be joined to a “capping molecule,” in the
case illustrated in the figure, N-methylacetamide. This parti-
tioning can be easily generalized to larger peptides and an
arbitrary number of subsystems. In this case, several capping

a�Present address: ETH Zurich, Laboratorium für Physikalische Chemie,
Wolfgang-Pauli-Strasse 10, 8093 Zurich, Switzerland. Electronic mail:
christoph.jacob@phys.chem.ethz.ch.

b�Electronic mail: visscher@chem.vu.nl.

FIG. 1. Partitioning of the electron density in the MFCC scheme, illustrated
for dialanine. In the original MFCC scheme, larger caps containing also the
side chains of the neighboring amino acid have been used. This partitioning
can be easily generalized to larger polypeptides.
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molecules are introduced that each contain one of the cova-
lent bonds that were cut when defining the subsystems.

Given such a partitioning, the electron density of the full
system �tot is, in the case of two subsystems illustrated in
Fig. 1, obtained as

�tot�r� = �I�r� + �II�r� − �cap�r� , �1�

where �I and �II are the electron densities of subsystems I
and II �including the corresponding capping groups�, respec-
tively, and �cap is the electron density of the capping mol-
ecule. In the general case of nsub subsystems and ncap capping
molecules, the total electron density is given by

�tot�r� = �
i=1

nsub

�i�r� − �
j=1

ncap

� j
cap�r� , �2�

where �i is the electron density of subsystem i �including the
corresponding capping groups� and � j

cap is the electron den-
sity of cap molecule j.

In the MFCC scheme, the electron densities �i of the
subsystems as well as those of the cap molecules � j

cap are
obtained from calculations performed for the isolated mol-
ecules, i.e., no effect of the other subsystems on these elec-
tron densities is included. Therefore, the polarization of the
individual subsystems due to their environment, in particular
sequentially adjacent amino acids or subsystems forming di-
rect hydrogen bonds, is neglected. In variants of the MFCC
scheme, this deficiency has been addressed by using larger
capping groups to include the effect of sequentially adjacent
amino acids,19 by including additional caps to model the ef-
fects of hydrogen bonding,20 or by introducing an electro-
static embedding potential of the environment to describe
long-range polarization effects.21,22

A different path is followed by the fragment molecular
orbital �FMO� method by Kitaura and co-workers.9,23,24 In
this scheme, a protein is also partitioned into the constituting
amino acids, but no caps are applied. Instead, each sub-
system is calculated in the presence of the full electrostatic
potential, i.e., the nuclear potential of all atoms as well as the
Coulomb potential of the electrons in all subsystems. How-
ever, since with such a purely electrostatic embedding poten-
tial a description of the covalent bonds between subsystems
is not possible, a special treatment of these bonds is neces-
sary. Therefore, for these bonds, a minimal basis set of lo-
calized orbitals is used in order to obtain bonds which
closely resemble those in an appropriate model system.23

However, such a treatment introduces several problems.
Since a minimal basis set is used for the bonds connecting
different subsystems, a polarization of these bonds is not
possible. In addition, such a treatment also limits the size of
the basis sets that can be employed to rather small basis sets
since larger basis sets containing diffuse functions will offer
additional flexibility at these bonds. Furthermore, the purely
electrostatic embedding potential will give a rather poor de-
scription of short-range interactions such as hydrogen bond-
ing and might also lead to problems with charge leaking into
the environment when larger basis sets are used.25 To im-
prove the accuracy of the calculated total energy, within the
FMO scheme one usually applies a correction, which is ob-

tained from calculations on selected pairs of subsystems.26

However, such a correction will not improve the calculated
electron density and molecular properties.

Another conceptually very appealing subsystem ap-
proach is offered by the frozen-density embedding �FDE�
scheme within DFT �Refs. 14 and 27� and related
methods,17,28,29 which are based on a subsystem formulation
of DFT proposed by Cortona.5 In the FDE scheme, the total
electron density is partitioned into possibly overlapping elec-
tron densities of subsystems, which are each individually cal-
culated. The effect of the environment on a particular sub-
system is included by the use of an effective embedding
potential, which contains, in addition to the electrostatic po-
tential of the nuclei in the environment and the Coulomb
potential of the electron density of the environment, also a
component of the nonadditive exchange-correlation energy
and of the nonadditive kinetic energy.14,27 Compared to other
subsystem approaches, the FDE scheme has the advantages
that it includes the effect of the environment in an accurate
and improvable way,16,30,31 and that it provides a treatment
that is exact in the exact functional limit.27

However, the FDE scheme relies on the use of an ap-
proximate functional for the nonadditive kinetic energy and
its applicability is, therefore, limited by the available kinetic
energy functionals. While it has been shown that accurate
results can be obtained for van der Waals complexes,32–34

hydrogen-bonded complexes,35–38 solvent systems,15,30,39–41

or even for small parts of proteins,42–45 FDE currently cannot
be applied to subsystems connected by covalent bonds.

One possibility for extending the applicability of FDE to
covalently bonded systems is the introduction of capping
groups in a similar way as in the MFCC scheme.46 This way,
it would be possible to circumvent the insufficient accuracy
of the available kinetic-energy functionals since it is no
longer necessary to describe the covalent bonds connecting
the subsystems using an approximate nonadditive kinetic-
energy functional. Instead, these bonds are replaced by the
bonds to the newly introduced caps, which are treated within
the individual subsystems. This approach is similar to the
introduction of link atoms47 or connection atoms48 in com-
bined quantum mechanics/molecular mechanics �QM/MM�
schemes.

Such an extension of the FDE scheme has been proposed
earlier by Casida and Wesolowski.46 However, they did not
present an implementation of the proposed scheme, and their
formalism does not enforce the positivity of the total electron
density.

In this paper, we present an extension of the FDE
scheme to a partitioning of the electron density similar to the
one used in the MFCC scheme. In our extension, we explic-
itly include a constraint that ensures that the total electron
density is positive in any point in space. Furthermore, we
present an implementation of the proposed formalism and
demonstrate the accuracy of our approach using calculations
for dipeptides as well as for the protein ubiquitin.

This work is organized as follows. In Sec. II, it is shown
how the FDE scheme can be generalized to the MFCC par-
titioning. This is followed by a presentation of an implemen-
tation of this generalization and of the computational details
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in Sec. III. In Sec. IV, applications to different test systems
are presented. First, calculations on small dipeptides have
been performed in order to assess the accuracy of the gener-
alized FDE scheme. These will be discussed in Sec. IV A.
Second, in Sec. IV B, it will be shown how the generalized
FDE scheme can be applied to the protein ubiquitin. Finally,
concluding remarks are given in Sec. V.

II. THEORY

To obtain a formulation of the FDE scheme that can be
employed for the description of covalent bonds even with the
available kinetic-energy functionals, we make use of the par-
titioning of the electron density of the MFCC scheme �cf.
Fig. 1� instead of the usual partitioning into two partitions,

i.e., the densities of a nonfrozen subsystem and the density of
a frozen environment. In the simplest case of only two sub-
systems, the total electron density is then expressed as

�tot�r� = �I�r� + �II�r� − �cap�r� , �3�

where �I and �II are the densities of the subsystems I and II,
both containing a group of capping atoms to saturate the
covalent bond that was cut, and �cap is the density of these
caps. Since with this partitioning, three partitions are used to
represent the total electron density, this extended FDE
scheme will be referred to as 3-FDE in the following, to
distinguish it from the conventional two-partition FDE
scheme.

Using this partitioning, the DFT total energy can be writ-
ten as a functional of the densities �I, �II, and �cap as46

E��I,�II,�cap� = ENN +� ��I�r� + �II�r� − �cap�r���vI
nuc�r� + vII

nuc�r� − vcap
nuc�r��dr

+
1

2
� ��I�r� + �II�r� − �cap�r����I�r�� + �II�r�� − �cap�r��

�r − r��
drdr� + Exc��I + �II − �cap�

+ Ts��I� + Ts��II� − Ts��cap� + Ts
nadd��I,�II,�cap� , �4�

where ENN is the nuclear repulsion energy, vI
nuc, vII

nuc�r�, and
vcap

nuc�r� are the electrostatic potentials of the nuclei in sub-
system I, subsystem II, and in the capping molecule, respec-
tively, Exc��� is the exchange-correlation energy functional,
Ts��� is the kinetic energy of the noninteracting reference
system, and Ts

nadd��I ,�II ,�cap� is the nonadditive kinetic en-
ergy, which is defined as

Ts
nadd��I,�II,�cap� = Ts��I + �II − �cap�

− Ts��I� − Ts��II� + Ts��cap� . �5�

To determine �I for a given �frozen� density �II and a given
frozen cap density �cap, one has to minimize the above total
energy functional with respect to �I under the constraint that
�I integrates to the number of electrons NI. However, for the
partitioning chosen here, an additional constraint has to be
introduced to ensure that one obtains a total density that is
positive in any point in space. An unconstrained minimiza-
tion, as it was done in an earlier attempt to generalize FDE to
three overlapping partitions,46 leads to total densities that are
negative in the cap region and thus unphysical. Therefore,
we introduce the constraint that in the region of cap I, i.e.,
near the cap atoms that were introduced to subsystem I, the
density in subsystem I should equal the density of the cap-
ping molecule, i.e.,

�I�r� = �cap�r� for r � VI
cap, �6�

where VI
cap is some suitably defined cap region. This way it is

ensured that after subtracting the density of the capping mol-
ecule �cap, one still obtains a positive total density. However,
it should be noted that no constraint applies to the density of
the original subsystem I �i.e., subsystem I excluding the cap�.

To take the constraint of Eq. �6� into account, the
Lagrange multiplier ��r� is introduced. Outside this cap I
region, where no constraint applies, ��r� is set to zero. This
leads to the condition

0 =
�

��I
�E��I,�II,�cap� + �	� �I�r�dr − NI


+� ��r���I�r� − �cap�r��dr� , �7�

where ��r�=0 for r�VI
cap, and after introducing the Kohn–

Sham �KS� orbitals ��i
�I�
 of subsystem I to calculate the

noninteracting kinetic energy Ts��I�, one obtains—in analogy
to the conventional two-partition FDE scheme—the KS-like
equations,

�−
�2

2
+ veff

KSCED��I,�II��r���i
�I��r� = �i�i

�I��r� ,

�8�
i = 1, . . . ,NI/2,

where the effective potential in these equations is given by
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veff
KSCED��I,�II��r� = veff

KS��I��r� + veff
emb��I,�II��r� + ��r� = �veff

KS��I��r� + veff
emb��I,�II��r� for r � VI

cap

vcap�r� for r � VI
cap� . �9�

It consists of the KS potential of subsystem I, veff
KS��I�, con-

taining the usual nuclear potential, the Coulomb potential of
the electrons, and the exchange-correlation potential, as well
as an effective embedding potential,

veff
emb��I,�II��r� = vII

nuc�r� − vcap
nuc�r�

+� �II�r�� − �cap�r��
�r − r��

dr�

+ ��Exc���
��

�
�=�I+�II−�cap

− ��Exc���
��

�
�=�I

+
�Ts

nadd��I,�II,�cap�
��I

, �10�

and the Lagrange multiplier ��r�, which is nonzero only
within the cap region. This Lagrange multiplier acts as an
additional potential, that is defined by the constraint of Eq.
�6�, i.e., it has to be determined such that Eq. �6� is fulfilled.
Therefore, one can equally well determine the full potential
in the cap I region according to this constraint, and replace
the full potential in the cap I region by a cap potential vcap�r�.

As a first guess for this cap potential, the potential that
was used in the calculation of the cap density itself can be
used, i.e.,

vcap�r� � vcap
nuc�r� +� �cap�r��

�r − r��
dr� + ��Exc���

��
�

�=�cap

. �11�

To determine the cap potential more accurately, this first
guess can be improved using a modified version of a scheme
for the calculation of the KS potential from the electron den-
sity, restricted to the cap region. Several such schemes have
been proposed in the literature, e.g., by Wang and Parr,49 by
van Leeuwen and Baerends,50 by Zhao et al.,51 by Colonna
and Savin,52 and by Kadantsev and Scott.53 Because of its
conceptual simplicity, in our implementation we have em-
ployed the procedure proposed by van Leeuwen and
Baerends50 and determine the cap potential iteratively as

vcap
new�r� = f · vcap

old�r� with f =
�I

old�r�
�cap�r�

, �12�

where vcap
old is some approximate cap potential, �I

old is the
density in subsystem I calculated using this cap potential,
and �cap is the target cap density. At points where the density
is larger than the target density, this procedure will increase
the repulsive potential, and it will decrease the repulsive po-
tential in the case that the density is too small. To ensure that
the potential is always positive �i.e., repulsive�, the nuclear
potential has to be subtracted from the total potential, i.e., the
iterative procedure is applied to the total electron potential
only, while the nuclear potential is kept constant.

While the procedure outlined above will for given den-
sities �II and �cap yield a density �I of subsystem I, the initial
density used for subsystem II can also be updated by em-
ploying freeze-and-thaw cycles,31 i.e., by interchanging the
role of the nonfrozen and frozen subsystems while keeping
the cap density fixed. As in conventional two-partition FDE,
this will in general be necessary to described the polarization
of subsystem II by its environment correctly.

It is important to note that, even though in the cap re-
gions the density is constraint to equal the density of the cap
molecule, the density is still flexible everywhere when cal-
culated using freeze-and-thaw cycles. Since in the calcula-
tion on subsystem I no constraint applies in the cap II region
and the same holds in the calculation on subsystem II for the
cap I region, the density can, in principle, be polarized ev-
erywhere. However, the constraints on the total density that
are imposed by the requirement that the subsystem densities
equal the cap densities in the respective cap regions intro-
duce a restriction on the possible total densities. Since the
number of electrons in the cap regions is fixed, also the num-
ber of electrons in subsystems I and II, respectively, is fixed
and it is not possible to move electrons between the two
subsystems. However, by choosing the cap density appropri-
ately, it is possible to minimize the error caused by this re-
striction. The consequences of this restriction will be inves-
tigated in more detail in Sec. IV.

The 3-FDE scheme described above for the case of two
subsystems can be easily generalized to an arbitrary number
of subsystems by replacing the frozen density �II by the sum
of the frozen densities �i=1

nfr �i
fr, and the cap density �cap by the

sum of the cap densities �i=1
ncap�i

cap, i.e., the total density is
expressed as

�tot�r� = �I�r� + �
i=1

nfr

�i
fr�r� − �

j=1

ncap

� j
cap�r� . �13�

It should be noted that one separate cap fragment has to be
introduced for each covalent bond that is cut by the introduc-
tion of the partitioning into subsystems, and that a cap po-
tential vcap

�j� has to be determined for each cap that is intro-
duced in subsystem I, i.e., there might be several distinct cap
regions.

III. IMPLEMENTATION AND COMPUTATIONAL
DETAILS

The generalized three-partition FDE scheme described
above has been implemented in the Amsterdam density func-
tional �ADF� package.54,55 The implementation is based on
the flexible, fragment-based implementation of FDE in this
program package.16,40

Our implementation makes use of the fact that, in con-
trast to most other DFT packages, ADF employs a numerical
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integration scheme for the calculation of matrix element of
the KS potential, i.e., the full KS potential is actually avail-
able in all grid points used in the numerical integration. This
makes it very easy to replace the potential in cap I region by
a special cap potential.

This cap I region is in our implementation chosen such
that all grid points are included that are �a� closer than dcap

=3.0 Bohr from an atom contained in the cap and �b� not
closer to an atom that is not part of the cap than to a cap
atom. In Fig. 2, the shape of the cap region defined in this
way is shown for the case of subsystem I of the dialanine
molecule discussed earlier. In the test calculations, we found
that the results are not sensitive to the choice of dcap, as long
as it is sufficiently large.

Within this cap I region, the full potential is initially
replaced by a first guess for the cap potential as given in Eq.
�11�. This first guess is then improved using the following
iterative procedure. During this procedure, the cap potential
is only updated if the SCF convergence, measured by the
norm of the commutator of the Fock matrix and the density
matrix, is below 10−3. If this is not the case, the cap potential
of the previous iteration is kept unchanged.

First, a constant shift is applied to the potential until the
absolute value of the error in the number of electrons,

�Ncap = �
Vcap

�I�r�dr − �
Vcap

�cap�r�dr , �14�

is smaller than 0.05. This constant shift is chosen as 0.2�Ncap

�in a.u.�.
Second, after the number of electrons in the cap is con-

verged, the potential within the cap region is further refined
using the procedure by van Leeuwen and Baerends, as de-
scribed above, until the error in the cap density, defined as

1

Ncap
��

Vcap

��I�r� − �cap�r��2dr , �15�

where Ncap=�Vcap
�cap�r�dr is the number of electrons in the

cap region, is smaller than a given convergence threshold. In
our calculations, we employed a threshold of 10−4.

When updating the potential according to Eq. �12�,
a damping factor of 0.05 is applied, i.e., f
=0.05��I

old�r� /�cap�r��, and it is ensured that no too large
steps are taken by requiring 0.99� f �1.01. Furthermore, the

cap potential is only adjusted at grid points where �cap�r�
	0.01 in order to avoid convergence problems.

In the calculation of the embedding potential, care has to
be taken in the regions of cap II �cf. Fig. 1� of the frozen
subsystem II. In this region, the densities �II and �cap should
be equal and the corresponding contributions to the embed-
ding potential should cancel. However, if approximate den-
sities are used, this condition is not fulfilled and large con-
tributions to the embedding potential arise in the cap II
region, where also the density of the active subsystem I is
large. Therefore, the contributions of functions on the atoms
contained in cap II to the electrostatic part of the embedding
potential as well as the corresponding frozen density in this
cap region are explicitly set to zero. It should be noted that
this is not necessary as soon as one freeze-and-thaw cycle is
employed since in this case, the constraint applied in the
previous calculation ensures that �II=�cap.

All 3-FDE calculations were performed as follows. As a
starting point, the density of all fragments, including the cap
fragments, was calculated for the isolated molecules in the
absence of any environment. The total density obtained from
these calculations corresponds to the MFCC scheme. Using
the embedding potential constructed from these densities of
the isolated molecules, the densities of the individual sub-
systems were calculated in separate 3-FDE calculations. To
introduce no dependency on the ordering of the subsystems,
these updated densities were not used in the construction of
the embedding potential for the other subsystems. The den-
sity obtained using this procedure will be referred to as
3-FDE�0� in the following.

In the calculations employing freeze-and-thaw cycles,
these freeze-and-thaw cycles were performed by succes-
sively updating the electron densities of the subsystems, and
the updated density was immediately used in the construc-
tion of the embedding potential for calculation of the next
subsystem. This can be repeated several times until the total
density is converged. These calculations will be referred to
as 3-FDE�n�, where n is the number of freeze-and-thaw
cycles employed for each subsystem. In all these calcula-
tions, the cap densities were kept fixed at the densities cal-
culated for the isolated cap fragments. It should be noted that
the intermediate results of these 3-FDE�n� calculations �n

1� will in general depend on the order, in which the sub-
system densities are updated. However, once the update pro-
cedure has converged, the total density and other properties
of interest should not depend on the update order.

For the exchange-correlation potential, we applied the
generalized-gradient approximation functional BP86, con-
sisting of the exchange functional by Becke56 and the corre-
lation functional by Perdew.57 In the calculations on dipep-
tides presented in Sec. IV A, we employed the TZ2P basis
set from the ADF basis set library which is of triple-� quality
and contains two sets of polarization functions. In the calcu-
lations on ubiquitin presented in Sec. IV B, the DZP basis set
from the ADF basis set library, which is of double-� quality
and contains one set of polarization functions, was used.

In all 3-FDE calculations, we applied the PW91k
kinetic-energy functional58 for the nonadditive kinetic-
energy component of the embedding potential. We used the

FIG. 2. �Color� Plot of the cap I region of subsystem I in the calculation of
dialanine. Graphics: VMD �Ref. 66�.
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monomolecular basis set expansion,59 i.e., only basis func-
tions of atoms in the calculated subsystems were included.

For partitioning the investigated systems and to auto-
mate the MFCC and 3-FDE calculations, we made use of the
recently developed PYADF scripting framework.60 For the
manipulation of structures and geometric coordinates, PYADF

relies on the OPENBABEL package.61,62

IV. RESULTS AND DISCUSSION

To assess the accuracy of both the MFCC scheme and
the 3-FDE scheme described above, one can compare the
electron density calculated using these schemes to the elec-
tron density calculated in a conventional, supermolecular
DFT calculation. Comparing the electron densities directly is
preferable to comparing, e.g., total energies or molecular
properties, since it will reveal possible problems that might
otherwise remain hidden.34,38

For the FDE scheme, the calculated electron density
should in the exact limit be identical to the one from the
conventional, supermolecular DFT calculation.27,59 However,
because of the introduced approximations, i.e., �a� the use of
an approximate kinetic-energy functional, �b� differences in
the basis set expansion,35 �c� the constraints imposed by the
use of a given cap density, and possibly �d� the use of no or
only a limited number of freeze-and-thaw cycles, there will
be differences between the two.

To measure the size of the difference between the elec-
tron density �KS calculated in a supermolecular DFT calcu-
lation and the electron density �FDE calculated in the 3-FDE
calculation �or the electron density �MFCC calculated using
the MFCC scheme�, the following quantities can be used63

�Ntot is the total number of electrons�:

�1� The integrated absolute error in the electron density,

�abs =
1

Ntot
� ��KS�r� − �FDE�r��dr . �16�

�2� The integrated root mean square error in the electron
density,

�rms =
1

Ntot

�� ��KS�r� − �FDE�r��2dr . �17�

�3� The magnitude of the error in the dipole moment,

���� = ��KS − �FDE� = �� ��KS�r� − �FDE�r��r dr� . �18�

The first two of these measures, �abs and �rms, both in-
dicate the absolute size of the difference between the two
densities. The third measure ���� depends not only on the
absolute size of the difference density but also on its spatial
distribution, i.e., it indicates “how far” electron density has
moved between the different calculations.

Both �abs and �rms were calculated by numeric integra-
tion on the same integration grid that was used by ADF in the
supermolecular DFT calculation. For the calculation of ����,
the dipole moments calculated analytically by ADF were
used.

A. Test calculations on dipeptides

As a first set of test systems we have used the dipeptides
consisting of two alanines �Ala–Ala� and of histidine and
leucine �His–Leu�, as well as the corresponding protonated
dipeptides H+–Ala–Ala and H+–His–Leu. Dialanine has
been protonated at the terminal amino group, while in
H+–His–Leu, the imidazole ring in the side chain of histi-
dine has been protonated. In the MFCC and 3-FDE calcula-
tions, these have been partitioned into two subsystems, as
shown in Fig. 1.

As a simple model for the environment of a peptide bond
in a protein, we have also performed calculations for a com-
plex of a dialanine molecule with two N-methylacetamide
molecules, which form hydrogen bonds to dialanine, as in an
�-helix or 
-sheet substructure of a protein. In the MFCC
and 3-FDE calculations, this complex has been partitioned
into four subsystems: the two N-methylacetamide molecules
and the two subsystems of dialanine.

For all test systems, the structures have been optimized
in a conventional supermolecular DFT calculation. As shown
in Fig. 1, N-methylacetamide has been used as capping mol-
ecule. It should be noted that in the original MFCC
scheme8,18 and its variants,19 larger caps which at least also
include the side chains of the involved amino acids are used.
With such larger caps, the MFCC scheme would be exact for
the dipeptides considered here. For the atoms in the cap mol-
ecule that are also present in the original molecule, the same
atomic coordinates have been used. The remaining hydrogen
atoms have been added using the hydrogen addition routine
of the OPENBABEL package.

The calculated measures for the error in the electron
density for all investigated test systems are given in Table I.
Isosurface plots of the difference densities are shown in Figs.
3–6.

For dialanine, already the simple MFCC scheme is very
accurate and yields an electron density that agrees well with
the supermolecular DFT calculation. The only difference vis-
ible in the isosurface plot of the difference density in Fig.

TABLE I. Integrated absolute error �abs in the electron density, root mean
square error �rms in the electron density, and magnitude of the error in the
dipole moment ���� in the MFCC and 3-FDE calculations of the investi-
gated test systems �see text for details�.

�abs�103 �rms�103 ���� �D�

Ala–Ala MFCC 0.45 0.034 0.09
3-FDE�0� 0.70 0.040 0.14

His–Leu MFCC 0.66 0.027 0.26
3-FDE�0� 0.49 0.031 0.19

Ala–Ala+env MFCC 4.04 0.196 3.47
3-FDE�0� 1.36 0.070 0.87
3-FDE�1� 0.93 0.055 0.37
3-FDE�2� 0.90 0.052 0.27

H+–His–Leu MFCC 2.20 0.094 1.15
3-FDE�0� 1.66 0.106 0.79

H+–Ala–Ala MFCC 2.98 0.172 0.84
3-FDE�0� 3.17 0.243 0.69
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3�a� is the polarization of a methyl C–H bond in the
N-terminal alanine. This polarization is caused by the polar
carboxylic acid group at the C-terminus. Since both sub-
systems are treated as isolated in the MFCC scheme, it
misses this effect.

In the 3-FDE calculation, the error with respect to the
supermolecular DFT calculation is similarly small. In this
case, both subsystems feel the effect of the other subsystem
through the embedding potential. Therefore, the polarization
effects missing in the MFCC scheme are correctly captured.
However, Fig. 3�b� shows that a small error is introduced in
the cap regions. This error is mainly caused by the thresholds
applied on the convergence of the cap potentials.

The situation is similar for the histidine-leucine dipep-
tide. Both with the MFCC scheme and with the 3-FDE
scheme, the errors in the electron density are small. As can
be seen from the plots in Fig. 4, the MFCC scheme misses
the polarization of a C–H bond in the histidine subsystem
due to the carboxylic acid group in the leucine subsystem,
while the 3-FDE scheme introduces small differences in the
cap regions, especially at the peptide bond between the two
subsystems.

For the complex of dialanine with two
N-methylacetamide molecules �Ala–Ala+env�, the electron
density calculated with the MFCC scheme significantly de-
viates from the density obtained from the supermolecular
DFT calculation. As the magnitude of the error in the dipole
moment of 3.47 D shows, these deviations are unacceptably
large. The isosurface plot of the difference density in Fig.
5�a� shows the source of this error. Since all subsystems are
treated as isolated, the polarization of the dialanine by the
neighboring N-methylacetamide molecules is not captured.

FIG. 3. �Color� Isosurface plots �contour value of 0.001 a.u.� of the differ-
ence densities between �a� the MFCC calculation and �b� the 3-FDE�0�
calculation and the conventional supermolecular DFT calculation for the
Ala–Ala dipeptide. Graphics: VMD �Ref. 66�.

FIG. 4. �Color� Isosurface plots �contour value of 0.001 a.u.� of the differ-
ence densities between �a� the MFCC calculation and �b� the 3-FDE�0�
calculation and the conventional supermolecular DFT calculation for the
His–Leu dipeptide. Graphics: VMD �Ref. 66�.

FIG. 5. �Color� Isosurface plots �contour value of 0.001 a.u.� of the differ-
ence densities between �a� the MFCC calculation, �b� the 3-FDE�0� calcu-
lation, and �c� the 3-FDE�1� calculation employing one freeze-and-thaw
cycle and the conventional supermolecular DFT calculation for the complex
of dialanine with two N-methylacetamide molecules. Graphics: VMD

�Ref. 66�.

FIG. 6. �Color� Isosurface plots �contour value of 0.001 a.u.� of the differ-
ence densities between �a� the MFCC calculation and �b� the 3-FDE�0�
calculation and the conventional supermolecular DFT calculation for the
protonated H+–His–Leu dipeptide. Graphics: VMD �Ref. 66�.
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Furthermore, the hydrogen bonds between the dialanine and
the N-methylacetamide molecules are not correctly de-
scribed.

In the 3-FDE�0� calculation, this error is reduced signifi-
cantly �cf. Fig. 5�b�� since the FDE scheme is able to de-
scribe both the polarization effects as well as the effects of
hydrogen bonding.35,38,64 The integrated absolute error and
the integrated rms error are both reduced by roughly a factor
of 3, and the magnitude of the error in the dipole moment is
reduced by a factor of approximately 4.

This error can be further reduced by performing freeze-
and-thaw cycles in the 3-FDE calculation. As has been
shown earlier, freeze-and-thaw cycles are crucial for an ac-
curate description of hydrogen bonds within FDE.38,64 Com-
pared to the MFCC calculation, the 3-FDE calculation em-
ploying freeze-and-thaw cycles reduces the magnitude of the
error in the dipole moment by more than an order of magni-
tude to 0.27 D. This is only slightly larger than the error for
the dipeptides discussed above. As Fig. 5�c� indicates, the
remaining error is caused by deficiencies in the description
of the hydrogen bonds in the FDE scheme. This description
could possibly still be improved by including basis functions
on some atoms of the frozen subsystems.38

The most difficult test cases are the protonated dipep-
tides because in these systems the effect of the protonated
amino acid on the other subsystem is very large. As can be
clearly seen for the protonated histidine-leucine dipeptide in
Fig. 6�a�, the MFCC scheme misses these polarization ef-
fects. This leads to a large error in the calculated electron
density.

In the 3-FDE calculation, these polarization effects are
correctly described since the effect of the protonated histi-
dine is included in the embedding potential felt by the leu-
cine subsystem. However, as Fig. 6�b� shows, the 3-FDE
scheme introduces an additional error at the peptide bond.
This error stems from the fact that because of the require-

ment that for both subsystems the density in the cap region
equals the density of the isolated cap molecule, the distribu-
tion of the electrons between the two subsystems is fixed by
the cap density. Therefore, the polarization of the bond be-
tween the two subsystems cannot be described correctly
within the 3-FDE scheme in this case.

For the protonated dialanine, both effects are even more
pronounced. In the MFCC calculation �cf. Fig. 7�a��, a large
error appears because the polarization of the C-terminal ala-
nine by the protonated N-terminal alanine is not captured. In
the 3-FDE calculation �cf. Fig. 7�b��, a similarly large error
is introduced because the polarization of the bond between
the two subsystems is not correctly described.

In summary, the test calculations presented above show a
good agreement of both the electron densities calculated with
the MFCC scheme and the 3-FDE scheme with the ones
from the conventional supermolecular DFT calculations for
the simple dipeptides, in which polarization effects are
small. The effects of polarization due to neighboring
N-methylacetamide molecules �as a simple model of a pro-
tein environment� as well as the effects of hydrogen bonding
are well described by the 3-FDE scheme, while these effects
are missing in the MFCC scheme.

If there are very strong polarization effects, as in the case
of the protonated dipeptides, the 3-FDE scheme is able to
model the polarization effects on the other subsystems, but it
misses the polarization of the bond between the subsystems.
However, it should be mentioned that also other subsystem
methods, such as the FMO scheme, in which a minimal basis

FIG. 7. �Color� Isosurface plots �contour value of 0.001 a.u.� of the differ-
ence densities between �a� the MFCC calculation and �b� the 3-FDE�0�
calculation and the conventional supermolecular DFT calculation for the
protonated H+–Ala–Ala dipeptide. Graphics: VMD �Ref. 66�.

FIG. 8. �Color� �a� Plot of the secondary structure of ubiquitin. ��b�–�d��
Isosurface plots �contour value of 0.002 a.u.� of the difference densities
between �b� the MFCC calculation, �c� the 3-FDE�0� calculation, and �d� the
3-FDE�5� calculation and the conventional supermolecular DFT calculation
for ubiquitin. Graphics: VMD �Ref. 66�.
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set of localized orbitals is used to describe these bonds,23

suffer from the same problem. Furthermore, it should be
noted that it is possible to polarize the electron density at the
atoms on either side of these bonds, as the example of the
Ala–Ala+env complex shows.

Within the 3-FDE scheme, it is possible to achieve a
better description of the bond between the subsystems by
using a cap density in which the electron density of this bond
resembles the true charge distribution more closely. This
could for instance be achieved by employing larger caps, as
it is done in the MFCC I and MFCC II schemes,8,18,19 or by
applying an appropriate embedding potential in the calcula-
tion of the cap density.

B. Calculation of the electron density of the protein
ubiquitin

To test the applicability and accuracy of the proposed
3-FDE scheme for larger systems, we performed calculations
for the protein ubiquitin. Ubiquitin is a small protein consist-
ing of 76 amino acids, which contains the most important
secondary structural elements, an �-helix, a 
-sheet, a short
310-helix, and several unstructured loops. The secondary
structure of ubiquitin is shown in Fig. 8�a�. Because of its
moderate size �1231 atoms, of which 602 are nonhydrogen
atoms�, it is still possible to perform a conventional, super-
molecular DFT calculation on the full system. This calcula-
tion can, as for the small test systems discussed in the pre-
vious section, be used as a reference for both the MFCC and
the 3-FDE scheme.

We employed the x-ray structure of human ubiquitin
�pdb code 1UBQ�,65 and no water molecules were included.
The hydrogen atoms were added using the hydrogen addition
routine of OPENBABEL. For all side chains, we chose to use
the neutral form. This might not agree with the situation in
the crystal or in solution, but the purpose here is only the
comparison of the different subsystem methods, and for such
a comparison, it is only important that the same structure and
protonation state are used in all cases.

The protein was partitioned into 76 subsystems, with
each constituting amino acid as one subsystem, and 75 cap-
ping molecules were introduced. The positions of the cap
atoms were determined as described for the dipeptides in the
previous section. Again, it should be noted that we employ
smaller caps as in the original MFCC scheme, where also the
side chains of the adjacent amino acids are included in the
caps.

The calculated measures for the error in the electron
density calculated with both the MFCC and the 3-FDE
scheme are given in Table II, and isosurface plots of the
difference density are shown in Fig. 8.

With the MFCC scheme, a large error in the electron
density is obtained. As already shown in the previous sec-
tion, the MFCC scheme misses the polarization of the indi-
vidual amino acids caused by their environment, as well as
the effects of hydrogen bonds between different subsystems.
Within a protein, these effects become even more important
than for the simple test systems studied in the previous sec-
tion. This can also be seen from the plot of the difference
density in Fig. 8�b�. Most striking is the very large magni-

tude of the error in the dipole moment of 29.6 D. This large
error can be explained by the insufficient description of hy-
drogen bonding. Since within the �-helix and 
-sheet sub-
structures the hydrogen bonds are aligned, the error in their
description adds up to a large error in the dipole moment.

In the 3-FDE�0� calculation, a large improvement with
respect to the MFCC calculation can be seen. Both the inte-
grated absolute error and the rms error in electron density
significantly decrease, and the magnitude of the error in the
dipole moment is reduced by roughly a factor of 6. The
improvement is also obvious from the plot of the difference
density in Fig. 8�c�.

Further freeze-and-thaw cycles improve the reduction of
the integrated absolute error and the RMS error in electron
density slightly. However, the magnitude of the error in the
dipole moment increases after one freeze-and-thaw cycle but
decreases again in further cycles.

As Fig. 8�d� shows, the remaining error is mainly caused
by the description of the hydrogen bonds. As already seen in
the previous section, the FDE scheme still introduces a small
error for hydrogen bonds, even though it offers a significant
improvement over the MFCC scheme. Further improvements
might be achieved by using a larger basis set and by includ-
ing basis functions on selected atoms of the frozen
subsystem.38

V. CONCLUSIONS

We have developed an extension of the FDE scheme,
that is—in contrast to the conventional FDE scheme—
applicable also for subsystems connected by covalent bonds.
By introducing capping groups in analogy to the MFCC
scheme,8 it is possible to express the electron density of the
total system as a sum of the densities of the individual sub-
systems �including suitable capping groups� minus the den-
sities of capping molecules, which compensate the electron
density of the introduced caps.

The densities of all subsystems are optimized individu-
ally, subject to an effective embedding potential which re-
presents the effect of the environment. In contrast to an ear-
lier attempt,46 in this optimization a constraint is applied to
the electron density in the regions of the caps, in order to
ensure the positivity of the total electron density. To satisfy
this constraint, a special cap potential has to be determined in
these regions.

TABLE II. Integrated absolute error �abs in the electron density, root mean
square error �rms in the electron density, and magnitude of the error in the
dipole moment ���� in the MFCC and 3-FDE calculations of ubiquitin �see
text for details�.

�abs�103 �rms�103 ���� �D�

MFCC 5.05 0.046 29.60
3-FDE�0� 3.92 0.030 4.57
3-FDE�1� 2.72 0.026 10.28
3-FDE�2� 2.66 0.026 5.89
3-FDE�3� 2.66 0.026 5.06
3-FDE�4� 2.66 0.026 5.60
3-FDE�5� 2.66 0.026 5.21

155102-9 Quantum chemical treatment of proteins J. Chem. Phys. 128, 155102 �2008�

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



Test calculations on dipeptides show that this 3-FDE
scheme can accurately model both the polarization of a sub-
system due to its environment as well as the effects of hy-
drogen bonding. However, since the electron density in the
cap region is constrained, the distribution of the electrons
between the subsystems is also fixed, and a polarization of
the bond between the subsystems cannot be accounted for.
However, similar problems also appear in related subsystem
methods.23 For the 3-FDE scheme, this can possibly be rec-
tified by employing a more suitable cap density, which will
be explored in future work.

The 3-FDE scheme developed here can be applied for
the quantum chemical treatment of proteins, which can be
partitioned into the constituting amino acids. The electron
density of each amino acid is then separately calculated in
the presence of the embedding potential of all other sub-
systems. This is demonstrated for the protein ubiquitin,
where we show that the 3-FDE scheme is able to reproduce
the electron density of the conventional DFT calculation on
the full protein with good accuracy. As we can show, the
3-FDE scheme is significantly more accurate than the sim-
pler MFCC scheme, especially because it is able to describe
the hydrogen bonds within �-helix and 
-sheet structures
adequately.

However, since the purpose of the implementation used
in this work was the testing of the proposed 3-FDE scheme,
the current implementation was not developed with a main
focus on computational efficiency. Therefore, the computer
time needed for the 3-FDE calculation of one subsystem is
still approximately 25–50 times larger than for a calculation
on the isolated subsystem. The main reason for this is the
slow convergence of the procedure used to determine the cap
potentials. Usually, in total 100–150 SCF iterations are
needed in the 3-FDE calculation of one subsystem. It should,
however, be straightforward to speed up the 3-FDE calcula-
tions significantly by expanding the cap potential in a suit-
able basis set instead of calculating it in each integration grid
point. Further improvements can be achieved by employing
direct inversion of the iterative subspace �DIIS� in the SCF
procedure, which in the current implementation cannot be
used in combination with the determination of the cap poten-
tials.

The subsystem formalism presented in this paper is par-
ticularly suited for applications where focus can be placed on
a small part of a protein, such as an active site of an enzyme,
or for the calculation of rather localized molecular proper-
ties. In this case, only a few subsystems have to be accu-
rately treated by employing 3-FDE with several freeze-and-
thaw cycles, while for the electron density of subsystems
further away from the region of interest, the simple MFCC
approximation can be used. Such a strategy is similar to the
one chosen in applications of FDE for modeling solvent ef-
fects on molecular properties.15,30,39–41 This might open the
way to a number of interesting applications of the 3-FDE
scheme proposed here to systems of biological relevance.
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