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We present a density functional theory (DFT) study of solvent effects on nuclear magnetic shielding parameters.
As a test example we have focused on the sensitive nitrogen shift of acetonitrile immersed in a selected set
of solvents, namely water, chloroform, and cyclohexane. To include the effect of the solvent environment in
an accurate and efficient manner, we employed the frozen-density embedding (FDE) scheme. We have included
up to 500 solvent molecules in the NMR computations and obtained the cluster geometries from a large set
of conformations generated with molecular dynamics. For small sesglvent clusters comparison of the

FDE results with conventional supermolecular DFT calculations shows close agreement. For the large solute
solvent clusters the solvent shift values are compared with experimental data and with values obtained using
continuum solvent models. For the watercyclohexane shift the obtained value is in very good agreement
with experiments. For the water chloroform NMR solvent shift the classical force field used in the molecular
dynamics simulations is found to introduce an error. This error can be largely avoided by using geometries
taken from Car-Parrinello molecular dynamics simulations.

Introduction shifts* However, this approach requires quantum chemical
calculations that are too demanding to carry out in a routine
manner. In addition, the pseudopotential description of the
atomic cores influences the accuracy of the NMR calculations.
A marginally more efficient approach is to obtain the ensembles
using classical molecular dynamics, or Monte Carlo techniques,
followed by fully quantum chemical ground-state and NMR
%omputations on sufficiently large soluteolvent cluster8:?®
J—iowever, in this case the quantum chemical NMR computation
Is still very time-consuming, so that only a small number of
solvent molecules can be included.

NMR spectroscopy is among the most powerful and most
extensively used tools for structure determination in chem-
istry today! Because a wide variety of important compounds
contain nitrogen (fine chemicals, natural products, and over
80% of all drugs) nitrogen NMR spectr&d*{N) are of great
value in this field. These spectra have an advantage over spectr
of the generally more abundaftl and 13C nuclei, namely
that comprehensive results can be obtained in undeuterate
solvents, or even in crude reaction mixtures, where due to
the variety of compounds presefitl and 3C NMR spec- } ) , )
troscopy would produce data that are impossible to interpret.  Including environment effects in more economical ways has
Methods for the prediction of chemical shifts greatly aid Peen attempted in several different manners. Among the existing
not only in the interpretation of data but also in the measure- Methods are mixed basis set methodshich are less time-
ment processes themselves, where the broad acquisitionconsuming than full basis-set methods but still require electronic
range of the chemical shift gives rise to a need for a priori Structure calculations on the full system. More efficient, though
knowledge. more approximate approaches are combined quantum mechanics

Over the past decade, quantum chemical methods have®nd molecular mechanics (QM/M/models? in which the
become increasingly useful for NMR shift studiésas they solutt_a is treate_d with quantum cheml_cal methods, whereas
allow one to investigate structural and environmental effects in classical force fields are used to describe the solvent, as well
a systematic and controlled manner. However, due to the costS (Part of) the solutesolvent interactions. This approach can
of the quantum chemical calculations involved, even at the P€ applied to both structure generation and NMR computation
efficient level of density functional theory (DFT), the system and makes the calculation of molecular properties for a large
sizes accessible to such methods are severely limited. The studylumber of structures feasible. However, the force field used in
of solute-solvent interactions is especially difficult, because the MM part has to be parametrized carefully, to accurately
for a meaningful comparison of the theoretical and experimental describe the solvent effect.
data, one not only needs to include a large number of solvent In continuum solvation modeld,the solvent is described as
molecules but also one needs to average over many differenta continuous medium that is characterized by its dielectric
configurations to model a solution at finite temperature. constant, with the solute molecule residing inside a cavity in
Thorough studies were published using periodic boundary this mediun® Since the atomistic structure of the solvent is
conditions in combination with plane wave calculations to obtain not explicitly included in these continuum models, the averaging
both an ensemble of solution geometries and NMR chemical over different solvent configurations is implicit in the continuum
description. Although it is clear that continuum models are able
* Corresponding author. E-mail: bulo@few.vu.nl. to correctly describe nonspecific solvation effects, i.e., dielectric
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SCHEME 1: Schematic Representation of Acetonitrile V2
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medium effects, their ability to describe specific interactions & &
like hydrqgen bonding is' less obvious, requiring very careful  \yith FDE, diagonalization of the KokrSham matrix of the
parametrization of the size and shape of the cavity the full system is avoided and replaced by separate computations
explicit inclusion of a number of solvent molecufes. of the densities of small subsystems, taken here as the solute

Frozen density embedding (FDE) provides an efficient and and individual solvent molecules. Usually, it suffices to compute
fully ab initio quantum chemical way to compute solvent the frozen densities of the solvent molecules at further levels
effects!?213 Recently, an extension to NMR computations has of approximation (no polarization, smaller basis sets, no GGA
been developed and it has been shown that this approachcorrections) than the calculation of the active systémif
accurately reproduces the results of conventional DFT calcula- needed, polarization of the frozen subsystems can be included,
tions of the NMR chemical shift in bimolecular Comp|exes of by relaxing the solvent densities in embedding calculations that
acetonitrile and a solvent molecudteThe core orbitals of the  consider as the frozen environment the solute and other solvent
nucleus of interest are explicitly included, allowing a more Mmolecules (freeze-and-thaw cyclés). .
accurate description of NMR parameters than the pseudopo- Because in such a treatment the KetBham orbitals of the
tential approach mentioned earlier. This method may open the full System are not available, an approximate functional has to
way to routine calculations of environmental effects of NMR € applied for the kinetic energy component of the embedding
shieldings by allowing calculations on large solvent clusters in potential. With the aya|lable kinetic energy functionals, accurate
an efficient manner. results can b_e obtalned_ for a number of molegular properties,

. ) . e.g., electronic absorption spectfaESR hyperfine coupling

In this paper we will show that for large acetonitrilsolvent —  onqtantds and induced circular dichroism spectfalhe FDE
clusters the accuracy of FDE relative to conventional DFT gcheme has further been applied in molecular dynamics simula-
calculatlon_s does still hold, and thgt we efﬁqlently obtain values tjondl7 and free energy calculatiodg.
that can directly be compared with experimental results. We  cgjculation of NMR Shieldings with Frozen Density
consider water and chloroform as examples of strongly interact- Embedding. The NMR chemical shifts were calculated by
ing protic polar solvents and cyclohexane as an apolar solventconsidering the perturbation of the orbitals due to an external
(Scheme 1). The shift in the NMR shielding when exchanging magnetic fieldB in a basis of gauge including atomic orbitals
one solvent for the other can then be directly compared to (GIAO).1220The chemical shielding can be expressed as a sum
experiment. of diamagnetic and paramagnetic termros= oq + op). The

This work is organized as follows. In the Methods section former term depends only on the unperturbed electron density,
the methods involved in obtaining the NMR solvent effects on Whereas the second term takes into account the contribution
NMR shielding are discussed in some detail. The Results sectionfrom the first-order perturbation of the orbitals. Both terms can
is divided into three parts. In part A the performance of the D€ expressed as a sum of contributions from the individual
first principles and classical molecular dynamics simulations SubPsystemso(= o4 + o, + 0o + o). . .
are discussed. In part B convergence behavior with ensemble TWO approximations are made in the computation of the first-
and cluster size is discussed, in combination with timing order perturbed orbitals an(_j the resulting shielding values. As
statistics. In part C results are presented for solvent effects onUSual in DFT-NMR calculations we neglect the current depen-
the nitrogen shielding obtained from FDE calculations at cluster dence of the exchangeorrelation functional and thereby also

sizes with converged shielding values. For these computations,that of its nonadditive contribution to the embedding potential.

unpolarized frozen densities are used on the solvent molecules.ln addition, we neglect the current dependence of the nonad-

Finally, in part D, the accuracy of the FDE method is assessedd't've kinetic energy functional. Prev]ous calculatlons_haye
. . .. furthermore shown that for nonaromatic solvents the shielding
more directly, by comparing the results for small clusters with - . -
. . . . .~ contribution from the frozen subsystert is negligible and can
conventional DFT computations. This comparison was carried

t for all th lutions investigated be omitted*
ouL Ton e Thee SoTlons investgates: In this work we mainly choose acetonitrile as the active

(nonfrozen) subsystem, and consider increasingly large solute
Methods solvent clusters in the FDE calculations to assess the error
. . ) . relative to a DFT treatment of the full system. We used the
Frozen Density Embedding. Frozen density embedding  apf program packagéand the implementation of FDE in this
(FDE) is a parameter-free method that optimizes the orbitals of ackag® for all DFT calculations. On the basis of earlier
an active subsystem I, in the presence of an embedding potentia tudiesi422 we chose to apply the PW&Lkinetic energy
(" eq 1J2 induced by a frozen densityo(, eq 1) that  functional to approximate the kinetic energy component of the
represents the solvent environment (subsystem I1). This embed-embedding potential. In all FDE computations the molecular
ding potential (eq 2) contains the nuclear attraction and Coulomb orbitals were expanded only in basis functions centered on the
electron repulsion, plus the functional derivative of the nonad- atoms of the nonfrozen system (FDE (#3914
ditive parts of the exchange-correlation and kinetic energy of  For the active systems a triplgbasis set with polarization
the two subsystems. functions (TZP) obtained from the ADF basis set library is used,
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in combination with the local density approximation in the we computed the NMR shielding values. In this section we
Vosko—Wilk —Nusair parametrizatioff, with nonlocal correc- discuss the performance of both molecular dynamics methods.
tions for the exchange (Becke88) and correlation (Perdew 86) First, the accuracy of the CPMD method is discussed, by
included®? The densities for the isolated solvent molecules were comparison of obtained vibrational frequencies with experiment.
obtained in the local density approximation, with a double  Subsequently the performance of the classical force field for
basis set (DZP). the description of the potential energy surface is discussed, by
The large sets of calculations were processed using thecomparing the obtained result with the presumably superior
PyADF program packag®. This recently developed scripting CPMD values.
framework allows the execution of workflows containing many  We first computed the frequency of the-8l stretch vibration
subsequent ADF calculations and is based on the Pythonfrom our longest CPMD simulation (acetonitrile in chloroform)
programming languageé. by directly Fourier transforming the velocity autocorrelation
Molecular Dynamics. The NAMD classical molecular  function of this motion. Smoothing of the spectra was done with
dynamics packagéwas used to obtain ensembles of configura- the maximum entropy method. To the accuracy that our
tions of acetonitrile in boxes of 30 A in diameter, containing relatively short simulations can give for this time-dependent
water, chloroform or cyclohexane as solvent. After equilibrating quantity, we found a very reasonable agreement with experi-
for 400 ps the system was evolved for a period of 2 ns. Every mental values (exp 2255.8 ci?® CPMD ~2170 cnmh). A
2 ps a snapshot was extracted, for which NMR chemical shifts relatively long CPMD simulation of acetonitrile in the gas phase
were then computed. We used the AMBER six-center force field yielded almost the same frequency giving a gas to solvent shift
for acetonitrile?® the TIP3P model for waté® and AMBER of the vibrational frequency of 0 cm, in complete agreement
force fieldsP for chloroform and cyclohexane. For acetonitrile  with the experimental observatioffSThese results indicate our
in chloroform and in cyclohexane we obtained additional CPMD simulations are reliable enough to allow direct com-
configurational ensembles using first principles molecular parison to experiment.

dynamics (CPMD) on periodic boxes containing 32 solvent  \ye then compared the geometries for the ensembles obtained
molecules. We used the CPMD program packdgsith the  from the CPMD simulation of acetonitrile in cyclohexane to
BP86 exchange-correlation functioffand norm-conserving  those obtained with the more economical classical force field.
MT pseudopotentiatd using the Kleinman-Bylander separation The radial distribution functions (RDF) for the important
for the calculation of the nonlocal pa@After equilibrating intermolecular N-H interactions are in very good agreement
for 0.5 ps the system was evolved at room temperature for ca.for the two trajectories. The-€N bond parametrization in the

1 ps for the chloroform solution, and 0.5 ps for the cyclohexane tgrce field does lead to an average intramoleculafNChond
solution. Every 10 fs a snapshot was extracted. We stress thajength that is much shorter in the classical simulation than in
in both molecular dynamics approaches discussed aboveihe cPMD run ARYY, = —0.02 A). Because the same
quantum mechanical effects on the motion of the nuclei are ,rametrization is used in all classical MD calculations, this
neglected. Especially very fast motions, such as intramolecular oo should, however, not vary much between solvents and
vibrations, are affected by this approximation, and this may therefore not affect the relative values much. Furthermore, we
cause an error in the absolute average nitrogen chemical shift.opyserve that for any cluster size the average shielding values
We are, however, interested in relative quantities only, and we gpiained from the classical and the CPMD calculations are
assume that the error thus made cancels when we take thegnificantly different, whereas the spread of the shift (calculated
difference between the average chemical shifts in different jar 4 set of 100 snapshots) is similar, about 10 ppm in both

solvents®® This assumption is supported by experimental ases. This indicates that this force field can indeed be used to
vibrational spectra, which show that the-@@ stretch frequency  represent solvent effects in this case. This assumption is further

is affected very little by a change of solvefit. substantiated by considering the gas to solvent shift of the
All NMR values referenced hereafter are averages over the gyerage &N bond length, which is crucial for a correct
one hundred snapshots taken from the molecular dynamicsepresentation of the solvent effects on the NMR shielding. In
simulations. The snapshots are sufficiently far apart in time to the CPMD simulations, the presence of the solvent shortens the
exclude correlation between subsequent configurations. Theaverage &N bond length by 0.0020 A, compared to a
averages can readily be compared with experimental values,shortening of 0.0024 A induced by the classical solvent.
which reflect both a time and an ensemble average. In view of In summary, we have shown that CPMD simulations are able

the sensitivity of the nitrogen chemical shift to the environment to describe the behavior of an acetonitrile solution to high

of the nucleus one needs to take care that the average NMRaccuracy, and that the solvent effect on the intramolecular CN

values are converged with respect to the number of snapsholsqiance in acetontrile can be sufficiently well described by a
used. Because part of the study involves analysis of the eITors .| ssical force field

relative to a conventional DFT calculation, we extracted clusters . . .
B. Convergence of Ensemble-Size, Cluster-Size, and Tim-

of different sizes from the snapshots, selecting in each case the . liabl . ¢ th hemical shi
solvent molecules closest to the nitrogen atom of acetonitrile. N9 Statistics. A reliable estimate of the NMR chemical shift

Our largest FDE computations consist of one acetonitrile in a of a solvated molecule can only be obtained if the calculation

solvent cluster with a radius of 15 A (corresponding to 500 is converged with respect to cluster size and with respect to the
water molecules).

number of configurations taken in the average. The first issue
will be discussed in more detail in section C. The convergence
with respect to the number of configurations taken is displayed
in Figure 1. On the basis of these data we concluded that 100

A. Validation of the Molecular Dynamics Simulations.As snapshots from the molecular dynamics simulation are sufficient
described in the Methods section, we used both first principles to obtain converged mean values. We thereby note that the
and classical molecular dynamics simulations to obtain a set of standard deviation of the set of shielding values lies in the range
geometries for the acetonitrile solutions. For these geometry of 10 ppm, which is the same order of magnitude as the solvent
ensembles we then extracted clusters of various sizes for whichshifts of the shielding values themselves (Figure S1 of Sup-

Results and Discussion
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Figure 1. Convergence of average shielding value with the number
of configurations for a cluster of 500 water molecules, treated with
FDE.

porting Information). This illustrates once more that use of a
single configuration may easily yield meaningless results.
Convergence studies (further discussed in section C) with
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on isolated solvent molecules at the LDA level using a small
DZP basis set® For the computation of the aqueous solutions,
given the fact the water structure is fixed in the TIP3P model,
this requires calculation of only a single water density.

The convergence of the average shielding values thus obtained
with cluster size is depicted in Figure 3. The Figure shows that
of the three solvents water has the largest effect on the chemical
shielding, as can be expected, due to its strong hydrogen bonding
interaction with the nitrogen lone pair. Analysis of the confor-
mations shows that as many as three or four water molecules
directly interact with the nitrogen center. For the chloroform
and cyclohexane solutions faster convergence with the number
of solvent molecules is observed. This fast convergence is partly
due to the greater size of the solvent molecules, which is
reflected in the coordination of no more than two chloroform
molecules to the nitrogen atom of acetonitrile. In the aprotic
cyclohexane solution barely any soltt®olvent interaction can
be discerned, as is reflected by the negligible influence of the
solvent molecules on the chemical shielding.

Indirect solvent effects on the acetonitrile geometry are
computed for the three different solvents by comparing shielding
values computed for a single acetonitrile molecule at geometries

respect to cluster size show that the average shielding valuegaken from both the gas phase and the solution ensembles. For
for the aqueous solution are converged at a cluster radius ofwater and chloroform these shifts are respectively.1 and
about 11 A (200 water molecules, Figure 2a). Figure 2b shows —5.1 ppm, signifying a stronger solvent effect on the intramo-

the average timings of the single point and NMR calculations
using FDE and conventional DFT on systems containing one
acetonitrile molecule (active system) in water clusters of varying
sizes (fully frozen in the FDE calculation). The large speed-up

lecular interactions than found in cyclohexane0(5 ppm).
These values demonstrate that part of the observed solvent shift
is due to the induced structural changes within the solute.

The converged solvent-to-solvent shift of 20.8 ppm for

clearly shows the advantage of the presented method, and alseyclohexane to water is in close agreement with the experimental
illustrates that the larger cluster sizes can be considered out ofvalue of 19.7 ppm (Table 1). This is a significant improvement

reach for conventional DFT calculations.

C. Solvent Effects of Water, Chloroform, and Cyclohexane
on the Nitrogen Shielding Value of Acetonitrile.In this section
we discuss solvent effects on the NMR shielding values using
FDE and compare to the available experimental solvent-to-
solvent data. An alternative comparison could in principle be

of the results obtained with a continuum model, which
underestimates the solvent shift by overestimating the acetoni-
trile—cyclohexane interactionComparison of the cyclohexane

to chloroform shift A¢™PE = 3.5 ppm) to experimental da&fa
reveals that the calculation severely underestimates this change
(Ao®*P = 8.8 ppm). The continuum solvent model does in this

made with experimental gas-to-solvent shifts, but though such case reproduce the experimental value, but as is noted in the
values are easily obtained computationally, the experimental respective paper, this is due to a cancellation of errors caused
procedures to calculate such shifts contain so many uncertaintiedy an overestimation of the interaction with both solvénts.

and approximations that we deem them not reliable enough to  To analyze the error made for the cyclohexane-to-chloroform

provide benchmark data for our method.
The most simple and efficient way of constructing the frozen
solvent environment required in the FDE calculations is to

shift, we decided to check the quality of the structures generated
with molecular dynamics. The RDFs for acetonitrile in water
compare well with previously published valdgand appear to

superimpose the densities obtained from single point calculationsdescribe the N-H hydrogen-bonding sufficiently well. Standard
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Figure 2. (a) lllustration of acetonitrile in water cluster. (b) Timing statistics for frozen density embedding single point (FDE) and NMRNMB&
calculations and for the conventional DFT calculation (DFT and BNMR) of acetonitrile in the presence of increasingly large clusters of water

molecules.
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Figure 3. Convergence of the FDE chemical shielding values for
acetonitrile in water, chloroform and cyclohexane with cluster size,

number of water molecules

Figure 4. Average shielding value of the nitrogen nucleus in the
presence of different nhumbers of water molecules. The values are

relative to the gas-phase value. relative to the absolute gas-phase value-G8.20 ppm.

TABLE 1: Comparison of the FDE Solvent Shifts with

Experimental Values solvent molecules, which are as many as was feasible in the

reference supermolecular conventional DFT calculations. In this

Ao(N) FDEMM FDECPMD  continuum exp ; - -

manner the influence of the rest of the solvent environment is

CeHi—~HO  20.8 14.# 19.7 indirect and incomplete because it only affects the cluster
CgHi,— CHCl3 3.5 11.6¢ 7.9 8.8

structures. The direct contribution to the shielding values is taken
into account solely for the solvent molecules within the selected
cluster.

force fields like the ones used here, however, are less well Acetonitrile in Water.In the calculation of the water clusters
calibrated for nonaqueous solutions and could lead to a@n overall increase in the absolute value of the shielding can

systematic error in the generated structures. We compared thé?® S€en upon enlargement of the cluster, as depicted in Figure

classical RDF with CPMD generated structures for acetonitrile 4- 1he FDE results were obtained using the most simple and
in chloroform, and found peaks at-NH distances of 2.5 and efficient manner to compute the NMR shielding values, where

2.3 A, respectively. This suggests that the averageHN one superimposes the densities obtained from single point
hydrogen bond distance is overestimated by a few tenths of calculations on isolated water molecules using LDA and a small
angstroms in the classical simulation. We therefore conclude DZP basis set. The resulting shielding values as a function of

that our classical ensemble of structures does probably under-the number of water molecules are depicted as a dashed line.
estimate the interaction between the acetonitrile and the The conventional DFT results are very well reproduced, with
chloroform molecules. This error should be remedied by taking 2Verage errors of ca. 1 ppm.
the structures for the NMR calculation from the CPMD We then performed additional calculations in which we
simulations, and we do indeed observe that the shift in the allowed one or more water molecules to polarize in a single
cyclohexane-to-chloroform shielding valuA¢ = 11.6 ppm) freeze-and-thaw cycle. In all cases, this polarization results in
is in considerably better agreement with experimext € 8.8 further increase of the shielding value of the nitrogen nucleus,
ppm). This improvement is entirely due to the chloroform but only for clusters containing one or two water molecules
simulation, because, as mentioned in section A, the RDFs for does this bring the results in closer agreement with the conven-
acetonitrile with cyclohexane obtained from a CPMD simulation tional DFT result. For larger clusters inclusion of polarization
are almost identical to the force field results. in FDE freeze-thaw cycles increases the error. Polarization of
D. Comparison with Conventional DFT Calculations.To all water molecules in the largest cluster, a full first solvation
assess the accuracy of the FDE approximation itself, we compareshell, results in the largest shielding value and the largest
the obtained FDE results for small clusters to conventional DFT deviation from the conventional DFT valuAfo = 3.6 ppm
calculations’® The obtained error can result from the ap- for the fully polarized system). The average and rmsd errors
proximate kinetic energy functional used in the computation of are presented in the Supporting Information (Table S1).
the ground-state density, as well as from the additional ap- This large error shows that error cancellation is partly
proximations made in the calculation of NMR shieldings using responsible for the good agreement found in the FDE calcula-
FDE, i.e., the neglect of the current-dependence of the nonad-tions using an unpolarized environment. It turns out that in this
ditive kinetic energy and the neglect of the induced current in case, the error introduced by the approximate environment
the environment (see the Introduction and ref 14). Additional density cancels the error introduced by other approximations
sources of error are the approximations used in the constructionmade in the FDE treatment, in particular those due to the use
of the frozen environment density. To minimize these errors of an approximate kinetic energy functional. If the former error
and to identify the intrinsic errors of the FDE treatment, we is removed by using a more accurate, polarized density for the
performed a systematic analysis using frozen densities obtainecenvironment, the intrinsic errors of the FDE treatment are
at different levels of approximation. revealed. To investigate these errors in more detail, we
Using the set of 100 snapshots obtained from the molecular investigated the effects of the environment on the diamagnetic
dynamics simulations, the conventional DFT and FDE average and the paramagnetic contributions to the shielding separately.
nitrogen shielding values were computed for small setute The downfield shift in the shielding value upon enlargement
solvent clusters of different sizes, containing at maximum nine of the cluster corresponds to a deshielding of the nucleus. This

a For clusters with a radius of 15 R.Reference 5¢ Reference 37.
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FDE (p(H,0%)s0ate0) = - because the fifth water molecule does not polarize the first
FDE (p(H,08)0) e solvation shell. When polarization of the frozen densities is taken
into account, the density change becomes very similar to the
Kohn—Sham result. The positive effect of polarization on the
electron density is thus in agreement with the improvement of
the diamagnetic shielding term.

The combined results for small acetonitril@ater clusters

. . . N _— show a satisfactory agreement with the conventional DFT
Figure 5. Diamagnetic and the paramagnetic shielding contributions b h K (1 In additi h | lear]
for the conventional DFT and the FDE calculations. The values are P€nchmark (3 ppm). In addition, the results clearly suggest

relative to the gas-phase value (paramagnetic{g%9.19; diamagnetic ~ that any deviations from the benchmark stem from the ap-
(9), 331.00). proximations made in the computation of the paramagnetic term,

whereas the diamagnetic term is very well represented. This

effect may either be attributed to a diminished electron density means that the effect on the ground-state electron density is
on of the nitrogen atom (electron donation to the water described accurately, whereas the description of the virtual
molecules) or be related to the induced current stemming from orbitals and their orbital energies, which is crucial for the
the perturbed orbitals. The contributions of the diamagnetic and calculation of the induced current, is less reliable.
the paramagnetic shielding values given in Figure 5 show that  Acetonitrile in Chloroform and CyclohexaneFor small
the latter term is the main cause of the observed effect. clusters of acetonitrile in chloroform solution, the results are

Figure 5 shows how for the unpolarized result (dashed line) very similar to those of acetonitritewater clusters. For up to
both the paramagnetic and the diamagnetic term agree well withtwo solvent molecules the average FDE shielding values
the conventional DFT values (solid line), but for very small compare very well to conventional DFT results, but at larger
errors in opposite directions. Polarization of the densities through cluster sizes an error of 1.3 ppm appears. As in the acetositrile
freeze-thaw cycles (dotted line) has very little effect on the water clusters the inclusion of polarization effects on the solvent
diamagnetic term, whereas the deviation from the conventional molecules causes a downfield shift. The errors (values are given
DFT value of the paramagnetic contribution increases consider-in the Supporting Information, Table S2) are similar to those
ably. The total error introduced upon polarization must therefore of the water clusters, particularly if one takes into consideration
be related to the perturbation calculation. Figure 5 indicates thatthe larger volume of the chloroform molecules. For clusters of
polarization of the frozen densities gives a minor improvement nine chloroform molecules the error appears to reach a stable
in the diamagnetic term. The quality of the produced electron value (maximum 4.5 ppm for the fully polarized system).
density is directly related to the error in this term, and to confirm  In cyclohexane the nitrogen shielding of acetontrile remains
its improvement by polarization, the effect of the FDE method similar to the gas-phase value for all cluster sizes (see Supporting
on the density itself will be discussed in the following. Information Table S3). The result is not very sensitive to the

Visualization of the electron density on acetonitrile of a size of the cluster chosen and contrary to the effect of the other
representative snapshot obtained with the various methodssolvents, the conventional DFT results show a modest upfield
(Figure 6, transparent surface) shows three very similar electronshift (~—0.5 ppm). The FDE results are very similar but show
densities, which is in agreement with the small differences found a small downfield shift{0.2 ppm).
in the diamagnetic shielding terms. To visualize the effect of  Improvement of the Error Introduced by the FDE Ap-
the water molecules on the acetonitrile electron density with proximation. A standard way to circumvent the errors intro-
the different methods, we plotted the density change upon duced by the inaccuracies in the FDE description of the selute
addition of a fifth water molecule (yellow) to a cluster containing solvent interaction is to include the most strongly interacting
four coordinated water molecules (nontransparent blue lobessolvent molecules in the solute calculation, i.e., to include one
indicate an increase in electron density, and nontransparent greeior more of the solvent molecules in the active subsystem. To
lobes indicate a decrease). The fifth water molecule does notstudy the convergence of this procedure, we analyzed the root-

20 coordinate directly to acetonitrile but forms a hydrogen bond
with an already coordinated water molecule (no. 2). In doing
15 X so, the interaction of water molecule 2 with acetonitrile is
e reduced, and electron donation from the nitrogen atom toward
— T " ) lon: (
£ o i o1 water 2 decreases. This is reflected by the negative (green)
%, 10 ) density change along the hydrogen bond in the conventional
£ Eiaa';"a‘ag;‘fi? x DFT computation. A similar result is seen from the FDE density
g 5 Ks ¢ . obtained with the isolated frozen densities, but to a lesser extent,
%]
>
©

0 1 2 3 4 5 6 7 8 9
number of water molecules

@

3 é
o 2!
@
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L8 € <

Figure 6. Electron density on acetonitrile (transparent), and the change upon addition of the fifth (yellow) water molecule (blue lobes positive;

green lobes negative), for (a) a conventional DFT calculation, (b) an FDE calculation without polarization and (c) an FDE calculation witfopolarizat
of the water molecules included through freedeaw cycles.

|

a) Kohn-Sham a) FDE a) Freeze-Thaw
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TABLE 2: RMSD of FDE Results from Conventional DFT
Calculation for a Cluster of Acetonitrile in 20 Water
Molecules, at Different Sizes of the Active System

RMSD from DFT (ppm)
no. of additional polarized ¥D

no. of O
included in

solute system 04D 1 H0
0 2.36 2.39
1 2.07 2.30
2 1.96 2.06
3 1.79 1.84
4 1.45 1.46
5 1.39 1.36

mean-square deviations (rmsd) from the conventional DFT
results for a cluster of twenty water molecules, with different
numbers of active solvent molecules.

The error depicted in Table 2 is the average of the absolute

(rmsd) deviations from the conventional DFT values for each
of the 100 configurations. The densities of the frozen water
molecules were obtained from isolated molecule LDA calcula-
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