
 











Matrices
-

A matrix is a rectangular array or table of numbers
, symbols,

expressions such as 3

-

A = 45 )32
Dimension of the Matrix A : 2x3 11 A is a 2 times 3 matrix

"

↓ Y
no , of no of
rows columns

The set of all matrices with m rows and n columns is denoted

as Ik
*

b Entries of the matrices are
elements of IK.

The entry of A in the ith row and juth column is denoted as Air/air



↑trix-vector multiplication

Let AEIxi. Then we define the matrix-rector multiplication

by
n

: XiDax = (mixiI
Dimension of matrix an vector have to fit !

Example

I
1 .1 +9 .1 + (2) . 2

A = (19) ,
x = (2) = Ax =

31 +m +zm) = (5)
- We can use this in order to rewrite systems of equations !



x +2xz - xz = 1

X2 + 2xz = 0 EY
O

An -

xz = -1 (() = (e)
-

-
coefficient right hand
matrix side

~ compare this
with the coefficient notation from before

Ax =bD Alb

matrix vector multiplication" " Coefficient notation"

Matrix-Matrix multiplication
-

exc# n

Let Welk
, Yelk .

Then the matrix product of X and Y is



given as

xy = (xy , . . .-, Xy)e ,
e*

*

where Y11- Yn Elk" denote the columns of y.

Example

Th53) f) =[ = (2
%

)

-homespecial matrices

· unit matrix /identity matrix :

Fin = (1 ...%yurous = En



z

n columns

· Transposed matrix

A = (45) = A = (*) CAEAER
*

]

· Adjoint matrix (in case that BER
**"

=> B" = BT)

B= =( (

· Inverse matrix

Let Al
**" Then the inverse matrix is defined as the

matrix which satisfies
Does A exist?AA =AA = In 6



S
Ax = b

(AAX =Avb
At" = In =

x = A b

... = (8)
----

=
My AA = ()1 ..... A = () ~D Each system of equations can

be used to compute the i-th
-- en

column of A1
multiple execution of Gauss

Instead of solving the same system with only different right hand sides,

we solve it once with multiple right hand sides at the same time.

A = (5)1 m



~ 10-
↑ Esecond
=(

1st column column of

of A A-1

Determinants

Lets compute the inverse matrix again for general A= (a) . Assume
at

a

swaprows

I aba b-

I-t
XD 1) ↳

o 1attach ad-bbe



↳ A ma
#O

~I can determine the inverse of AEIR* if ad-be +0

- Define det(A) := ad- ch ( = (AI) .
Then A is invertible if det(A) +0

Ex
Determinant

we can extend this intrition from 2x2 matrices to general nxn

matrices as well:

· det (a) = ad-b



· det Davaae) = amaz +Anzaz Get A Anea

- )aan ann A13 + 932923an + 933921912)
Generalrule for Alk :

Let Eij the submatrix which we get after ignoring the ith row and

j-th column, i
. e. A = 123( : 56) : En = (g) ,

Ez= (E *)789

using this , the determinant of Al
*
is given as

det(t)= -Adet(ij)=det

forjan arbitrary integer 15 En.



Example j=1-
↓
1 233

017 -1
det ( o 02 Z( = (v)dete)
1003

-der() - 1 . det(2)
= det) -dat()
= 1 . 2 -3 - (2 - det)E2) - 1 . de+(2)
= 6 - (2 . 16 - 1 . 0) = 6 -32 = - 26

=

- Matrix is invertible



Example-

check Whether () . ( _2) , (2) are linear independent.

~ First possibility: solve

--
A

~ Second : compute

det (A) = det)) = -1 . det() -1 det() + 1 . de+ (2)
= (-) . ( -1 -4) - (1 - 6) + (2+3)
= 15 70
-D

rectors linear independent .



Survival rule for computing determinants of large matrices :
use Gauss-elimination first !
You can use Gauss-elimination during the computation of determinants
with two differences to normal :

· Swap rows or columns , the sign of the def changes

· Do not multiply a row with a scalar without adding it to another
row

- 1

det 1 -1 (Idet =de )= - (+23 -5)

=
Geometric interpretation
-

Determinants describe the area spanned by its columns !



#
~

#⑮
lask : compute the area enclosed by the triange with the corners

(1 ,2) , (0 .2) , 1-11),

Fri



~D need vectors which describe the edges :

in = (2) - (2) = (0) ,= (i) - (2) = (2)

Area = E Idet(vi , vi)) = z - Idet)! i)1 = z 1 = 1
=

-

Emmary:

↳ Following properties are equivalent :
· A invertible (regular /non-singular)

· det (A) +0

· The rows /columns of A are linear independent
· Alb can be solved uniquely for each right hand side b

· Ax = O has only the solution x = 0



Vectorspaces

A vectorspace over a field IK is a set V and a field IK
,
equipped

with two operations :

1. Vector addition +
"

:VXV-V which fulfills forall
,
Wev :

· u + (V+=) = (i+) +v associative"

· JeV: +V =+ : = Yineutral element
"

· 71-V)evi + (-V) = 1- ) +V =0 inverse element
"

· + i = u+ "commutative"

2. scalar multiplication .. " Ik XV-V which fulfills for all

veV ,
a
,Belk:

· cutis = cu +ar] distributive laws



· (+B) = ai +pv)
· ( . B)V = a . (B .v)

· 1 .V = Y (where 1 is the neutral element in 1K)

Example1

space of n-tuples inR" :

Elements in R" : (I) ,
Addition :( +(*)(i),
multiplication :c) = (Mritiplication

is

↓

Multiplication inI"

↳ You can check that all axioms are fulfilled
,



Exampletall functions from I to 1
,
le :

Ik = 1R
,
V := Ef : M-PR) f is a functionly

Addition : (f +g)(x) := f(x) + g(x)

Multiplication : (2f)(x) := < : f(x)


