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Fourth order Galilean invariance for the lattice Boltzmann method1
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Abstract5

Using the structure of a recursive asymptotic analysis we derive conditions on cumulants that guarantee a pre-6

scribed order of Galilean invariance for lattice Boltzmann models. We then apply these conditions to three different7

lattice Boltzmann models and obtain three model with fourth order accurate advection. One of the models uses 278

speeds on a body centered cubic lattice, one uses 33 speeds on an extended Cartesian lattice and one uses 27 speeds9

plus three finite differences on a Cartesian lattice. All models offer too few degrees of freedom to impose the condi-10

tions on the cumulants directly. However, the specific aliasing structure of these lattices permit fourth order accuracy11

for a model specific optimal reference temperature. Our theoretical derivations are confirmed by measuring the phase12

lag of traveling vortexes and shear waves.13

Keywords: lattice Boltzmann, cumulants, Galilean invariance, fourth order, crystallographic lattice Boltzmann,14

recursive asymptotic analysis15

1. Introduction16

For Eulerian (i.e. fixed grid) methods used in computational fluid mechanics Galilean invariance can, in general,17

only be obtained within a finite order of approximation. In particular the violations of Galilean invariance in the lattice18

Boltzmann method are widely discussed in literature [1, 2, 3, 4, 5, 6, 7]. Within the limits of second order accuracy19

the problem is in general solved. However, beyond the second order there are several spurious dependencies of the20

solution on the frame of reference. These include: a dependance of the viscosity on the flow speed, spurious couplings21

between moments relaxing with different relaxation rates (in the case of the multi-relaxation time lattice Boltzmann22

model), and a phase lag in the advection of vortexes. The first two problems have been solved with the introduction23

of the cumulant lattice Boltzmann method [6] using a transformation to Galilean invariant mutually uncorrelated24

observable quantities before collision. What has not yet been solved is the phase lag problem in the advection of25

traveling vortexes in a superimposed velocity field. This error apparently cannot easily be removed within the usual26

discretization of the lattice Boltzmann model, at least not without introducing more discrete velocities than usually27

used.28

In order to increase the asymptotic accuracy of the lattice Boltzmann method with regard to Galilean invariance29

to fourth order all velocity moments up to order four have to be sufficiently Galilean invariant. This implies the30

application of a very large set of discrete velocities which is undesirable for reasons of efficiency. Instead it is desirable31

to find a specific discretization that reduces the number of required discrete velocities. This is in theory possible32

through the aliasing structure of a velocity set. Each finite set of velocities has an infinite number of moments of33

which only a finite number is independent. In some cases it is possible to design a specific finite velocity set in such34

a way that the dependent moments turn out to be correct within a required order of accuracy. Hence, in such a case it35

is not necessary to introduce new variables for additional discrete speeds and the computational efficiency is largely36

enhanced.37
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In this paper we investigate different possibilities to remove the phase lag Galilean invariance problem of the38

cumulant lattice Boltzmann method and make the Galilean invariance of the model fourth order accurate. This is done39

here in three different ways: by using a different arrangement of the discrete speeds than in the original method; by40

using more speeds; and by using finite differences to repair the original method (hybrid model).41

The reminder of the paper is organized as follows: in section two we address the different possibilities to de-42

sign lattices based on the cubic Bravais lattice structures. Section three introduces the recursive asymptotic analysis43

technique in diffusive scaling (where we assume that the time step scales with the square of the grid spacing) used44

for deriving equivalent partial differential equations of the lattice Boltzmann method. In section four we give a brief45

introduction to cumulants. In section five we derive conditions for Galilean invariance based on the results of the46

previous two sections. Section six introduces the hybrid model. Section seven discusses some implementation issues47

of the three models. Section eight presents the numerical confirmation of our derivations, followed by section nine48

with the conclusions.49

2. Crystallographic lattice Boltzmann models50

The most commonly applied lattice Boltzmann models use a Cartesian distribution of nodes which, in terms of51

crystallographic unit cells, corresponds to a simple cubic configuration. Recently, Namburi et al. introduced a lattice52

Boltzmann discretization based on a body centered cubic unit cell and called this method ”crystallographic” lattice53

Boltzmann [8] arguing that it was inspired from the Bravais lattices used in crystallographic theory [9]. However, we54

will call Namburi’s lattice body centered cubic (BCC) instead of crystallographic due to the fact that the usual simple55

cubic (SC) discretization is a Bravais lattice too. Yet we stick to the nomenclature of [8] and refer to the velocity56

distribution of the BCC lattice by RD3Q27 to distinguish it from the Cartesian lattice Boltzmann velocity distribution57

using 27 speed (D3Q27).58

All possible space filling crystallographic lattices can be classified into 14 Bravais lattices of which only three are59

cubic and hence of interest for approximately isotropic discretizations (see Fig. 1). These are the simple cubic (SC)60

lattice, the body centered cubic (BCC) lattice and the face centered cubic (FCC) lattice. All three lattices have been61

used as the basis for lattice Boltzmann models. The popular standard Cartesian lattices with 15, 19 and 27 speeds in62

three dimensions are SC lattices. Namburi’s method uses 27 speeds on a BCC lattice and the so called D3Q13 method63

uses a FCC lattice [10, 11, 12].64

Figure 1: The three cubic Bravais lattices from left to right: simple cubic (SC), body centered cubic (BCC), and face centered cubic (FCC). These
three lattices represent all possible periodic configurations of space filling cubic arrangements of nodes. The simple cubic lattice represents the
Cartesian case which is used in most lattice Boltzmann methods. The other two cases have also been used for lattice Boltzmann models: the body
centered cubic lattice in Namburi’s RD3Q27 method [8] and the face centered cubic lattice in the d’Humières D3Q13 method [10].

According to the theory of Bravais lattices there is nothing beyond this three possibilities, unless unsymmetrical65

lattices would be considered.66

We observed in the past that the standard cumulant lattice Boltzmann method with 27 speeds on a SC lattice67

lacks Galilean invariance of fourth order only in certain directions [6]. We conjectured that a BCC lattice with the68

same number of speeds could be more isotropic and should hence be a better starting point for a complete fulfillment69

of fourth order accuracy of the Galilean invariance. We will therefore investigate the lattice structure proposed by70

Namburi et al. [8]. In addition, we use a model with 33 speeds on a Cartesian grid to enforce Galilean invariance. We71

also propose one additional model supplementing the standard D3Q27 lattice with three finite differences to obtain72

Galilean invariance at fourth order. All lattice used in this study are shown in Fig. 2.73
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For giving an explicit definition of the used velocity models we introduce the following energy shells:74

E0 = {0, 0, 0}, (1)
E1 = {0, 0,±1} ∪ {0,±1, 0} ∪ {±1, 0, 0}, (2)

E√2 = {0,±1,±1} ∪ {±1, 0,±1} ∪ {±1,±1, 0}, (3)
E√3 = {±1,±1,±1}, (4)

E√3/4 = {±1/2,±1/2,±1/2}, (5)
E2 = {0, 0,±2} ∪ {0,±2, 0} ∪ {±2, 0, 0}. (6)

The SC D3Q27 lattice uses the velocity set {i, j, k}D3Q27 ∈ E0 ∪ E1 ∪ E√2 ∪ E√3. The BCC lattice uses the set75

{i, j, k}RD3Q27 ∈ E0 ∪ E1 ∪ E√2 ∪ E√3/4 and the D3Q33 lattice the set {i, j, k}D3Q33 ∈ E0 ∪ E1 ∪ E√2 ∪ E√3 ∪ E2. The76

D3Q27F3 lattice uses the same velocity set as the D3Q27 lattice plus three simple finite difference stencils.77

Figure 2: The four different velocity lattices used in this study. The two lattices on the left have 27 degrees of freedom each. The two lattices on
right have 33 degrees of freedom. The D3Q27F3 lattice is a hybrid model that uses 27 distributions together with six pseudo distributions (indicated
by squares) used to compute finite differences.

3. Recursive asymptotic analysis78

For the assessment of the convergence order of the lattice Boltzmann method, the rigorous approach is to apply79

an asymptotic expansion to the lattice Boltzmann equation [13]. The lattice Boltzmann equation for the pre-collision80

particle velocity distribution function fi jkxyzt can be written as:81

f ∗i jk(x−ic∆t/2)(y− jc∆t/2)(z−kc∆t/2)(t−∆t/2) − fi jk(x+ic∆t/2)(y+ jc∆t/2)(z+kc∆t/2)(t+∆t/2) = 0. (7)

With the lattice speed c = ∆x/∆t and i, j and k being the quantum numbers for particles moving in x, y and z82

direction. The range of the quantum numbers depend on the velocity set. The asterisk indicates the post-collision83

state. In order to eliminate the pre- and post-collision states and to introduce the collision operator in distribution84

form Ωf
i jkxyzt we define [14, 15]:85

fi jkxyzt = f̄i jkxyzt −Ωf
i jkxyzt/2, (8)

f ∗i jkxyzt = f̄i jkxyzt + Ωf
i jkxyzt/2. (9)

With this Eq. (7) becomes:86

0 = − f̄i jk(x+ic∆t/2)(y+ jc∆t/2)(z+kc∆t/2)(t+∆t/2) + f̄i jk(x−ic∆t/2)(y− jc∆t/2)(z−kc∆t/2)(t−∆t/2)

+Ωf
i jk(x+ic∆t/2)(y+ jc∆t/2)(z+kc∆t/2)(t+∆t/2)/2 + Ωf

i jk(x−ic∆t/2)(y− jc∆t/2)(z−kc∆t/2)(t−∆t/2)/2. (10)
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The Taylor expansion [16] of Eq. (10) is seen to have the nice property that the distributions vanish at all even87

orders and the collision operator vanishes at all odd orders in the expansion parameter ∆t:88

0 =

∞∑
m,n,o,q=0

∂m
x ∂

n
y∂

o
z∂

q
t

m!n!o!q!

((
∆t
2

)m+n+o+q

cm+n+oim jnko
)  f̄i jkxyzt

(
(−1)m+n+o+q − 1

)
+

Ωf
i jkxyzt

2
(
1 + (−1)m+n+o+q) . (11)

We define the countable raw moments omitting the time and space variables from here on:89

m̄αβγ =
∑
i, j,k

iα jβkγ f̄i jk. (12)

The sum of the indexes of a moment α + β + γ is refered to as the order of the moment. We can rewrite Eq. (11)90

by substituting the distributions by Eq. (12) and by using the collision operator in moment form Ωm
i jk:91

0 =

∞∑
m,n,o,q=0

∂m
x ∂

n
y∂

o
z∂

q
t

m!n!o!q!

(
∆tc
2

)m+n+o+q 1
cq

m̄(α+m)(β+n)(γ+o)
(
(−1)m+n+o+q − 1

)
+

Ωm
(α+m)(β+n)(γ+o)

2
(
1 + (−1)m+n+o+q) . (13)

Recalling that c = ∆x/∆t we see that this equation has two independent smallness parameters. In order to derive92

the asymptotic limit we have to decide on a scaling between them. Here we use the diffusive scaling such that ∆t → ε2
93

and ∆tc = ∆x→ ε. Eq. (13) hence becomes:94

0 =

∞∑
m,n,o,q=0

∂m
x ∂

n
y∂

o
z∂

q
t

m!n!o!q!
ε2q+m+n+o

2m+n+o+q

m̄(α+m)(β+n)(γ+o)
(
(−1)m+n+o+q − 1

)
+

Ωm
(α+m)(β+n)(γ+o)

2
(
1 + (−1)m+n+o+q) . (14)

Finally we expand the moments and the collision operator in terms of the smallness parameter ε:95

mαβγ =

∞∑
r=0

εrm(r)
αβγ, (15)

Ωm
αβγ =

∞∑
r=0

εrΩ
m(r)
αβγ , (16)

and introduce the expanded forms into Eq. (14):96

0 =

∞∑
m,n,o,q,r=0

∂m
x ∂

n
y∂

o
z∂

q
t

m!n!o!q!
ε2q+r+m+n+o

2m+n+o+q

m̄(r)
(α+m)(β+n)(γ+o)

(
(−1)m+n+o+q − 1

)
+

Ω
m(r)
(α+m)(β+n)(γ+o)

2
(
1 + (−1)m+n+o+q) . (17)

The sum in Eq. (17) is zero for arbitrary ε > 0 if and only if each order in ε is zero individually such that we can97

equate coefficients:98

0 =

r∑
m,n,o,q=0

∂m
x ∂

n
y∂

o
z∂

q
t

m!n!o!q!
1

2m+n+o+q

m̄(r−2q−o−n−m)
(α+m)(β+n)(γ+o)

(
(−1)m+n+o+q − 1

)
+

Ω
m(r−2q−o−m−n)
(α+m)(β+n)(γ+o)

2
(
1 + (−1)m+n+o+q) . (18)

Here we assume that all negative orders of the moments and the collision operator vanish (that is if r−2q−o−n−m <99

0). This is also why the sum only needs to be evaluated until r. Eq. (18) can now be solved for Ω
m(r)
αβγ :100

Ω
m(r)
αβγ = −

r∑
m,n,o,q=0

2q+o+m+n,0

∂m
x ∂

n
y∂

o
z∂

q
t

m!n!o!q!
1

2m+n+o+q

m̄(r−2q−o−n−m)
(α+m)(β+n)(γ+o)

(
(−1)m+n+o+q − 1

)
+

Ω
m(r−2q−o−m−n)
(α+m)(β+n)(γ+o)

2
(
1 + (−1)m+n+o+q) . (19)
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Eq. (19) is a recursive asymptotic expansion [17]. Since all negative orders of the collision operator vanish it is101

always possible for any finite and positive order r to eliminate the collision operator from the right hand side of Eq.102

(19) by repeatedly inserting Eq. (19) into itself. Once this is accomplished the resulting Ω
m(r)
αβγ can be inserted into Eq.103

(18) to eliminate the collision operator. This has the advantage to make the expansion entirely independent of both104

the collision operator and the lattice structure. The bared moments are related to the pre-collision moments mαβγ and105

the post-collision moments m∗αβγ by:106

m̄αβγ = mαβγ + Ωm
αβγ/2, (20)

m̄αβγ = m∗αβγ −Ωm
αβγ/2. (21)

The collision operator is hence seen to be reintroduced through the bared moments.107

The lattice structure is also implicitly present in the expansion via the moments. Any lattice with a finite set of108

discrete velocities will only produce the same number of independent moments. Here lays the principle difference109

between the Cartesian D3Q27 lattice and the body centered cubic RD3Q27 lattice. The Cartesian lattice has a very110

simple aliasing structure in which the moments just reappear such that mD3Q27
300 = mD3Q27

100 , mD3Q27
400 = mD3Q27

200 , mD3Q27
310 =111

mD3Q27
110 and so on. The aliasing on the body centered cubic grid is much more complicated. There we have m300112

as an independent moment but the dependent moments have a more complicated relationship with the independent113

moments:114

mRD3Q27
310 = mRD3Q27

110 − 3mRD3Q27
112 , (22)

mRD3Q27
400 =

1
2

(mRD3Q27
040 + mRD3Q27

004 + 2mRD3Q27
200 − mRD3Q27

002 − mRD3Q27
020 ), (23)

mRD3Q27
122 =

1
12

(mRD3Q27
100 − mRD3Q27

300 ), (24)

mRD3Q27
320 =

1
4

(−mRD3Q27
100 + 4mRD3Q27

120 + mRD3Q27
300 ), (25)

mRD3Q27
311 =

mRD3Q27
111

4
. (26)

On the D3Q33 lattice both m300 and m400 are independent moments.115

Together with the number of independent moments the aliasing structure dictates the level of accuracy that can be116

obtained with a given lattice.117

In order to derive the equivalent partial differential equations of the lattice Boltzmann model and confirm its order118

of accuracy with respect to a target equation (which would be the Navier-Stokes equations in our case) it is necessary119

to insert the actual collision operator and the lattice structure into Eq. (18) for all moments and repeat the insertion120

recursively until all non-conserved moments are eliminated and the remaining equivalent partial differential equation121

is only a function of the conserved quantities. To evaluate the convergence order of the method it is necessary to122

evaluate also the higher orders of the conserved quantities, in particular it is necessary to obtain the partial differential123

equations of m(3)
100, m(5)

100, · · · and judge whether or not these equations permit null solutions for any admissible solution124

in the leading order of the conserved quantities (m(1)
100, m(1)

010, m(1)
001 and m(2)

000). This is a very tedious calculation.125

Fortunately, in order to judge whether a certain velocity set permits Galilean invariant solution up to a given order, it126

is not actually necessary to perform the asymptotic analysis to that order. Instead, it is sufficient to exploit the structure127

of the expansion and apply the theory of cumulants.128

4. Cumulants129

Cumulants are the statistically independent observable quantities of a distribution. In this context statistical inde-130

pendence between two observable quantities is defined as the property that their joint probability distribution function131

is the product of their individual distribution functions.132
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Probability distributions are often expressed in terms of their moments obtained from the moment generating133

function:134

M(Ξ) =

∫ ∞

−∞

e−Ξξ f (ξ)dξ = L( f (ξ)), (27)

where ξ is the random variable and L represents the Laplace transform. For the momentum distribution function135

in the Boltzmann equation ξ would be the microscopic particle velocity. The moment generating function Eq. (27)136

can be understood as the Laplace transform of the distribution f (ξ). Moments are obtained by getting successive137

derivatives of M(Ξ) at Ξ = 0, i.e.:138

mn =
∂n

∂Ξn M(Ξ)
∣∣∣∣∣
Ξ=0

. (28)

If there are two or more statistically independent random variables, e.g. ξ and υ their moment generating function139

is the product of the moment generating functions for their individual distribution functions fξ(ξ) and fυ(υ):140

M(Ξ,Υ) =

∫ ∞

−∞

∫ ∞

−∞

e−Ξξ−Υυ f (ξ, υ)dξdυ =

∫ ∞

−∞

e−Ξξ fξ(ξ)dξ
∫ ∞

−∞

e−Υυ fυ(υ)dυ = Mξ(Ξ)Mυ(Υ). (29)

In general it is not necessarily known what the statistical independent observable quantities are, but we can find141

them by demanding that their joint moment generating function is the product of their individual moment generating142

functions. One way to do this is to define the cumulant generating function as the logarithm of of the moment143

generating function:144

K(Ξ,Υ) = ln(M(Ξ,Υ)) = ln(Mξ(Ξ)) + ln(Mυ(Υ)). (30)

The cumulants are simply the successive derivatives of the cumulant generating function at Ξ = 0 and Υ = 0.145

Cumulants fulfill the definition of statistical independence by construction.146

In the framework of the lattice Boltzmann model cumulants can be used for two tasks: First, cumulants make the147

derivation of the equilibrium state trivial. In equilibrium all non-conserved statistically independent random variables148

vanish. That is to say, all cumulants other than the conserved ones are zero. In the context of isothermal lattice149

Boltzmann models that do not conserve kinetic energy, the temperature cumulant is an exception of this rule. Second,150

if different relaxation rates are assigned to different observable quantities it must be ensured that these quantities are151

statistically independent. Quantities that are linked through correlation cannot evolve on different time scales. This is152

the main difference between the cumulant lattice Boltzmann model and the standard multiple relaxation time (MRT)153

model [18]. In the MRT model no attempts are made to guarantee that the quantities that evolve on different time154

scales are statistically independent [6]. In contrast, the cumulant lattice Boltzmann model assigns different relaxation155

rates to different cumulants and achieves a drastic increase in both stability and accuracy over the classical MRT model156

[6, 19, 20, 21, 22].157

In what follows we will refer to the countable cumulants cαβγ of the distribution fi jk which we define as:158

cαβγ = c−αβγ
∂α∂β∂γ

∂Ξα∂ΥβZγ
ln(L( fi jk))

∣∣∣∣∣∣
Ξ=Υ=Z=0

. (31)

In practice cumulants are computed from moments by applying the chain rule to Eq. (31) and by comparing to the159

formal definition of raw moments which can be simplified to the commonly used expression (i.e. Eq. (12)):160

mαβγ = c−αβγ
∂α∂β∂γ

∂Ξα∂ΥβZγ
L( fi jk)

∣∣∣∣∣∣
Ξ=Υ=Z=0

=
∑
i, j,k

iα jβkγ fi jk. (32)
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5. Galilean invariance161

Our aim here is to derive lattice Boltzmann models which are fourth order Galilean invariant in diffusive scaling.162

To this end we should perform the asymptotic expansion of the equivalent partial differential equation for the first163

moments to fifth order m(5)
100, m(5)

010 and m(5)
001 and interpret the results with regard to reference frame independence. This164

would be quite involved and we propose a simpler but still sufficient method. It was first proposed in the context of165

the cascaded lattice Boltzmann model [2, 23, 4] that it is sufficient to chose frame independent variables for the lattice166

Boltzmann model to obtain Galilean invariance. On a lattice with a finite number of velocities it is only possible to167

chose a finite number of moments/cumulants to be reference frame independent such that Galilean invariance can168

only be archived with a finite order of accuracy. Exploiting the structure of the asymptotic analysis (without actually169

doing it) we can derive sufficient conditions for Galilean invariance at a certain asymptotic order. In particular, for170

fourth order accuracy we have to evaluate the recursive asymptotic expansion (Eq. (19)) with α = 1, β = 0, γ = 0,171

and r = 5. This incorporates an expansion of the second moments to fourth order, third moments to third order and172

fourth moments to second order. In addition fifth moments have to be expanded to first order but this has no influence173

on Galilean invariance as any expansion to first order in diffusive scaling is necessarily linear in velocity. One way of174

imposing Galilean invariance is to make all observable quantities equivalent to up to fourth order moments statistically175

independent of velocity within the required asymptotic order. Cumulants are an excellent tool for doing this, since176

cumulants are by design Galilean invariant.177

For a fourth order Galilean invariant lattice Boltzmann scheme we hence demand:178

ceq
110, ceq

101, ceq
011, ceq

200 − ceq
020, ceq

200 − ceq
002 = O(ε5), (33)

ceq
300, ceq

030, ceq
003, ceq

111, ceq
120, ceq

102, ceq
210, ceq

012, ceq
201, ceq

021 = O(ε4), (34)

ceq
400, ceq

040, ceq
004, ceq

310, ceq
301, ceq

130, ceq
031, ceq

103, ceq
013, ceq

211, ceq
121, ceq

112, ceq
220, ceq

202, ceq
022 = O(ε3). (35)

These are 32 constraints that add to the four or five conserved quantities. It is of note that the fulfillment of all179

constraints would also guarantee the isotropy of the Galilean invariance to fourth order as cumulants always map on180

cumulants of the same of the same order under rotation. The easiest way to impose all constraints is to chose a velocity181

set in which all the above cumulants can be freely adjusted. However, this would involve many discrete velocities182

considering the fact that no optimal velocity set is known with the properties183

• to be a dual of a regular lattice such that it can be implemented in the usual stream and collide fashion of the184

LBE185

• to offer all the required degrees of freedom186

• to do this without introducing higher order cumulants which are not required for our purpose but are degrees of187

freedom of the model.188

The direct discretization of all required moments, albeit possible, appears to be unacceptable expensive. We like to189

point out that the cumulants do not need to be matched exactly by the discretization, it is sufficient if the 15 fourth190

order cumulants are matched only up to second order in diffusive scaling. Whether this can be done without explicitly191

discretizing them (i.e. using a much smaller velocity set than the one necessary for the direct discretization) depends192

on the aliasing properties of the respective velocity set used.193

The aliasing properties of a velocity set can be examined by expressing all the individual distributions fi jk in terms194

of the equivalent low order moments (i.e. by the same number of moments as there are discrete velocities). When195

other, usually higher, moments of the same discrete distribution are calculated they turn out to be functions of the196

lower order moments.197

Applying the chain rule to the definition of cumulants it is possible to derive explicit equations for cumulants in198

terms of moments. Taking, for example, the cumulants c100, c200, c300 and c400 we obtain:199

7



c100 = m100/m000, (36)
c200 = m200/m000 − m2

100/m
2
000, (37)

c300 = m300/m000 − 3m100m200/m2
000 + 2m3

100/m
3
000, (38)

c400 = m400/m000 − 4m100m300/m2
000 − 3m2

200/m
2
000 + 12m2

100m200/m3
000 − 6m4

100/m
4
000. (39)

These equations can be solved to express moments in terms of cumulants:200

m100/m000 = c100, (40)
m200/m000 = c200 + c2

100, (41)
m300/m000 = c300 + 3c100c200 + c3

100, (42)
m400/m000 = c400 + 3c2

200 + 4c300c100 + 6c200c2
100 + c4

100. (43)

It is assumed that:201

c100 = O(ε), (44)
c200 = θ + O(ε2), (45)
c300 = O(ε3), (46)
c400 = O(ε4), (47)

where θ is a measure of temperature related to the speed of sound by cs = θ1/2c. The temperature can be freely202

chosen in isothermal lattice Boltzmann models (i.e. models without energy conservation). Inserting the cumulants203

into the aliased equations for moments that are not independent allows us to interpret whether or not a cumulant is204

sufficiently approximated on a given lattice.205

5.1. D3Q27 lattice206

We start with a discussion of the Cartesian standard lattice with 27 speeds, that does not support fourth order207

accurate advection, in order to explain the problem we are facing.208

The D3Q27 lattice supports all third order cumulants expect of c300, c030 and c003 as independent variables. It also209

supports the fourth order cumulants c220, c202, c022, c211, c121 and c112 independently. It is hence missing the cumulants210

c400 and c310 and all their permutations. Cumulants that are not independently supported take up a value governed by211

their aliasing structure. Violations of Galilean invariance must originate from the missing cumulants. We hence check212

for the aliasing of c300:213

c300 = c100(1 − 3c200 − c2
100). (48)

Eq. (48) cannot be further simplified since all terms involved are third order in ε. It is, however, possible to replace214

c200 by its equivalent partial differential equation in which ν indicates the kinematic viscosity. However, while Eq.215

(48) is general and applies to the pre- and the post-collision state of c300 the replacement of c200 depends on its current216

state. We write it here in the bared form as this is the form that appears in the asymptotic expansion:217

c̄300 = c100(1 − 3θ + 2ν∂xc100 − c2
100) + O(ε4). (49)

It is evident that the leading order of c̄300 disappears if and only if θ = 1/3. This is sufficient to obtain second218

order Galilean invariance but it is insufficient for fourth order Galilean invariance since the remaining terms are of219

order O(ε3). It is hence seen that this lattice does not support fourth order accurate Galilean invariance.220

To understand the problem better we also check for the unsupported fourth order cumulants. First we compute the221

aliasing structure of c400:222
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c400 = c2
100(6c200 − 3) + c200(1 − 3c200) + c4

100

= c2
100(6θ − 3) + c200(1 − 3θ) + O(ε3). (50)

In order to obtain second order accurate Galilean invariance according to Eq. (49) we were required to chose223

θ = 1/3. We see that this is ineffective for setting c400 to O(ε3). We hence see that also the cumulant c400 limits the224

accuracy of the D3Q27 lattice to second order.225

Finally we look at the cumulant c310:226

c310 = c010c100 − c010c3
100 + c110 − 3c2

100c110 − 3c010c100c200 − 3c110c200 − 3c100c210 − c010c300

= (c110 + c100c010)(1 − 3θ) + O(ε3). (51)

It is seen that this error vanishes to the required order if θ = 1/3 which is the same condition as for c300 to allow227

second order accuracy.228

We can summarize the situation for the D3Q27 lattice as follows. In order to obtain second order accuracy in229

Galilean invariance the aliasing structure of c300 requires us to chose θ = 1/3. With the same value c310 is accurate230

enough to support fourth order Galilean invariance even if we cannot adjust c310 and its permutations independently.231

The cumulant c400 is accurate enough to support second order Galilean invariance but it cannot be made to support232

fourth order Galilean invariance by any choice of θ. We hence see that the reasons why the D3Q27 lattice cannot233

support fourth order accurate Galilean invariance are linked to the cumulants c300 and c400 and their permutations234

alone. It is a very important observation that these two cumulants have no mixed indexes. This implies that they235

appear only in connection with derivatives of u in direction x. The violations of Galilean invariance appear for flows236

which are perfectly aligned with the Cardinal directions. At least for the D3Q27 lattice it is therefore sufficient to237

study the problem with axis aligned flows.238

5.2. RD3Q27 lattice239

Regarding the body centered cubic lattice with 27 speeds all third order moments are explicitly supported. Also240

the cumulants of fourth order of the type c220 and c211 are explicitly supported. Not supported independently of other241

fourth order cumulants are the cumulants of the type c310 and c400. It is however possible to set a combination, namely242

m4 = m400 + m040 + m004. We can check now whether this is enough by computing the cumulant c400 in terms of other243

cumulants. For the fourth moment we obtain:244

m400 =
1
3

(m4 + m000(−c2
001 − c2

010 + 2c2
100 − c002 − c020 + c200 + m4)). (52)

Inserting this in the cumulant equation gives:245

c400 =
1
3

(−c2
001 − c2

0101 + 2c2
100 − c002 − c020 + 2c200 − 9c2

200 − 12c300c100 − 18c200c2
100 − 3m4

100 + m4/m000). (53)

Eliminating all terms of O(ε3) reduces this to:246

c400 =
1
3

(−c2
001 − c2

010 − c2
100 − 9θ2 − (18θ − 3)c2

100 + m4/m000) + O(ε3). (54)

We can choose m4 freely and we should chose it in such a way that the second order residual vanishes and247

c400 = O(ε3). However, we have to keep in mind that m4 also appears in c040 and c004 such that it has to be invariant248

under the permutation of the indexes. This is only possible if at the same time θ = 1/6 and:249

m4 =
m000

3
(c2

001 + c2
010 + c2

100 + 1/4) + O(ε3). (55)

It is hence seen that the correct cumulant is only recovered for a specific speed of sound or reference temperature250

which means that we can either have energy conservation or fourth order Galilean invariance but not both.251
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In addition we have to check for the cumulant c310:252

c310 = c010c100 − 3c2
001c010c100 − 3c002c010c100 − 6c001c011c100 − 3c012c100 − c010c3

100

−6c001c010c101 − 6c011c101 − 3c010c102 + c110 − 3c2
001c110 − 3c002c110 − 3c2

100c110

−6c001c111 − 3c112 − 3c010c100c200 − 3c110c200 − 3c100c210 − c010c300

= (c110 + c100c010)(1 − 6θ) + O(ε3). (56)

It is seen that also this residual disappears for θ = 1/6. It is therefore possible to obtain fourth order Galilean253

invariance on the body centered cubic lattice if and only if the reference temperature is 1/6.254

5.3. D3Q33 lattice255

On the D3Q33 lattice, the aliasing structure of the cumulant c310 is identical to the one on the D3Q27 lattice:256

c310 = (c110 + c100c010)(1 − 3θ) + O(ε3). (57)

Since cumulants of the type c310 are the only fourth order cumulants on the D3Q33 lattice that are not independent257

of others we see that it is only required to set θ = 1/3 to recover fourth order Galilean invariance. Again, fourth order258

Galilean invariance is only possible on this lattice if the temperature is constant (i.e. without energy conservation).259

5.4. Implications of the optimality condition260

We identified that θ = 1/6 is a necessary condition for fourth order Galilean invariance on the body centered cubic261

RD3Q27 lattice. It is interesting to note in this regard that this is not the value chosen by Namburi et al. in their262

original paper [8]. Instead they chose θ = 1/5 as the reference value for isothermal simulations. Unfortunately, they263

had a good reason to take this suboptimal value. In the context of the BGK lattice Boltzmann equation [24], which264

is typically not derived from cumulants, the value of the distribution function in equilibrium at zero velocity and unit265

mass is called the weight of the velocity. The body centered cubic lattice has four energy shells for the different266

weights that take the values w000 = 1/3, w100 = 1/30, w110 = 1/300 and w 1
2

1
2

1
2

= 4/75 for θ = 1/5. If we chose267

instead θ = 1/6 these weights change to w000 = 7/18, w100 = 1/36, w110 = 0 and w 1
2

1
2

1
2

= 1/18. The weight for268

the 12 diagonal directions (w110) vanishes. In the context of the BGK collision operator a vanishing weight for any269

direction would imply that the distribution moving with the respective velocity would always be zero. In case of the270

cumulant collision operator this is not necessarily so but here it means that the distribution fluctuates around zero, i.e.271

that the distribution is not a positive function. According to an orthodox interpretation of the momentum distribution272

function as a probability density negative distributions make no sense. On the other hand, it is instructive to remember273

that the positivity of the distributions was nowhere used in the derivation of the lattice Boltzmann method and that the274

only things that require a physical interpretation are the governing equations for the conserved quantities. That some275

of the distributions might be zero or negative is not wrong per se as long as the correct equations are being solved.276

Nevertheless, having non-positive distributions might imply some problems.277

Interestingly, the D3Q33 has the same problem. The weights for the distributions going to next-next-neighbors278

w200 is zero for the required temperature θ = 1/3. However, in this case the problem is less severe as there are still 27279

non-zero weights. On the body centered cubic lattice there are only 15 non-zero weights for the required temperature.280

6. D3Q27F3 model281

In addition to the monolithic lattice Boltzmann models on the RD3Q27 and the D3Q33 lattices we propose here a282

hybrid modification of the standard D3Q27 lattice which we supplement by three finite differences (D3Q27F3 lattice).283

In order to derive the necessary modifications to the standard D3Q27 model for fourth order Galilean invariance we284

expand Eq. (19) for α = 1, β = 0 and γ = 0. For clarity we drop the derivatives in y and z as they do not contribute to285

problem under investigation:286

0 = −∂tm̄100 − ∂xm̄200 +
1
12
∂xxxm̄400 · · · (58)
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On the D3Q27 lattice the cumulants c300 and c400 are not independent of lower order cumulants as shown in Eq.287

(48) and Eq. (50).288

In the following we denote by u = c100, v = c010 and w = c001 the velocity components in x, y and z direction,289

respectively. The density is ρ = m000.290

Due to the incorrect cumulants m̄300 and m̄400 are misrepresented on the D3Q27 lattice. Specifically m̄400 misses291

a term ρu2. In addition, when we expand Eq. (19) for α = 2, β = 0 and γ = 0 we find that due to the error in Eq.292

(49) m̄200 is missing a term −3ν(3u2∂xu− 6ν∂x(u∂xu)). Inserting all of this into the expanded equation for momentum293

gives us a term A which is the term that distinguishes the equation solved by the D3Q27 cumulant method without294

correction from the Navier-Stokes equation:295

A = −∂x(−3ρν(3u2∂xu − 6ν∂x(u∂xu))) +
1

12
∂xxx(ρu2). (59)

Which can be rewritten as:296

A = −∂x[−3νρ(3u2∂xu) + ρ(18ν2 −
1
6

)((∂xu)(∂xu) + u∂xxu)]. (60)

This can be implemented in the lattice Boltzmann method by modifying the equilibrium of the second cumulant297

c200 to be:298

ceqMOD
200 = ceq

200 + (−3ν(3u2∂xu) + (18ν2 −
1
6

)((∂xu)(∂xu) + u∂xxu)). (61)

Using this modified equilibrium for the second order cumulants permits fourth order Galilean invariance even on299

a standard lattice. However, in order to implement the modified equilibrium two kinds of spatial derivatives have to300

be computed, namely ∂xu and ∂xxu. The first derivative ∂xu is easily computed from the second order cumulants and301

including the first correction is already standard [6, 25]. Including the terms proportional to ∂xxu requires more work302

since no efficient way to compute the second derivative locally from the cumulants has yet been found. Therefore, we303

will use finite differences to compute ∂xxu, ∂yyv and ∂zzw.304

In order to exploit the existing data structure of the lattice Boltzmann kernel we implement the computation of the305

second derivatives in a slightly unusual way. We use the fact that the first derivative of velocity ∂xu is known on each306

lattice node at collision time. It is computed from:307

∂xu ≈ −
3
2
ω1(c200 − θ), (62)

with ω1 being the relaxation rate of the second cumulants related to shear (see [6] for more detail). Instead of308

querying neighboring nodes for their velocity we pack the value of ∂xu into a new distribution and send it together309

with the outgoing distribution to the neighbors in positive and negative x direction, i.e.:310

g100(x+∆x)yz(t+∆t) = ∂xu|xyzt , (63)
g1̄00(x−∆x)yz(t+∆t) = ∂xu|xyzt , (64)

g010x(y+∆x)z(t+∆t) = ∂yv
∣∣∣
xyzt , (65)

g01̄0x(y−∆x)z(t+∆t) = ∂yv
∣∣∣
xyzt , (66)

g001xy(z+∆x)(t+∆t) = ∂zw|xyzt , (67)
g001̄xy(z−∆x)(t+∆t) = ∂zw|xyzt . (68)

The second derivative can be approximated in the next time step by:311

∂xxu ≈
g1̄00xyzt − g100xyzt

2
. (69)

It should be noted that, compared to the usual method of computing a finite difference, this finite difference has312

a time delay. But asymptotic considerations imply that the delay is irrelevant (i.e. in order to impose fourth order313
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Galilean invariance the correction needs only second order accuracy). The advantage of the method proposed here is314

that the finite difference shares the stream and collide algorithm with the LBM. That is to say, no additional algorithmic315

step is introduced. On top of this, the proposed method introduces six new variables, the same number as going from316

the D3Q27 to the D3Q33 lattice. However, while the D3Q33 method has to address next-next-nearest neighbors,317

the D3Q27F3 method uses only the standard neighborhood of the D3Q27 lattice. The D3Q27F3 method is hence318

algorithmically at least as efficient as the D3Q33 method. The stencil is shown in Fig. 2.319

7. Implementation320

All proposed models are implemented with cumulant collision operator as described in detail in [6]. First, central321

moments are computed from the distributions fi jkzyxzt. The central moments are then transformed into cumulants and322

each cumulant relaxes with its own rate to the equilibrium. For simplicity we distinguish here only two different323

relaxation rates. The rate ω1 relaxing the cumulants related to shear (i.e. c200 − c020, c200 − c002, c110, c101 and c011)324

and the rate ωr = 1 for all remaining non-conserved cumulants. We note here that this is not the optimal choice325

for diffusion [26] but it is sufficient if we are concerned only about Galilean invariance. The kinematic viscosity is326

computed from:327

ν = c2
s

(
1
ω1
−

1
2

)
. (70)

The equilibria for all non-conserved cumulants is zero. The only exception is the energy cumulant c200 +c020 +c002328

which is not a conserved quantity in isothermal lattice Boltzmann models. Its equilibrium is:329

ceq
200 + ceq

020 + ceq
002 = 3θ. (71)

The reference temperature is hence defined by setting the equilibrium of the energy cumulant.330

Since the relaxation rates of all cumulants beyond the second cumulants is set to one all the higher cumulants331

which are independent quantities are set to zero in the collision. This means in particular that all third order cumulants332

on the RD3Q27 and D3Q33 lattices are set to zero. Also all available fourth order cumulants are set to zero. On the333

RD3Q27 lattice the moment m4 given in Eq. (55) is an additional constraint due to the fact that the cumulants c400,334

c040, and c004 cannot be set individually.335

The D3Q27F3 method is implemented as in [6] with the equilibria for the second order cumulants replaced by:336

ceq
200 = θ + (−3νρ(3u2∂xu) + ρ(18ν2 −

1
6

)((∂xu)(∂xu) + u∂xxu)), (72)

ceq
020 = θ + (−3νρ(3v2∂yv) + ρ(18ν2 −

1
6

)((∂yv)(∂yv) + v∂yyv)), (73)

ceq
002 = θ + (−3νρ(3w2∂zw) + ρ(18ν2 −

1
6

)((∂zw)(∂zw) + w∂zzw)). (74)

For simplicity we neglected the bulk viscosity in the derivation of Eq. (72)-(74). All simulations below are337

conducted with this form of the correction. The correction terms can also be derived under consideration of the bulk338

viscosity, but then they cannot be written easily in terms of equilibria as in Eq. (72)-(74). The modified collision339

operator for second order cumulants incorporating an independent bulk viscosity is given in Appendix A.340

Finally we note that the collision operator for the cumulant c400 and its permutation on the D3Q33 was imple-341

mented in raw moment space by computing the post-collision raw moment m∗400 from the post-collision second order342

moment m∗200:343

m∗400 = m200 + ρu2. (75)

This implements the correct cumulant to the required asymptotic order.344

12



8. Numerical tests345

In [6] we argued that the cumulant lattice Boltzmann model on the standard D3Q27 removes most artifacts in346

Galilean invariance. For example, it removes the velocity dependence of viscosity from the lattice Boltzmann equa-347

tion. Also the phase shift in a traveling decaying shear wave was found to be fourth order accurate. However, due348

to the absence of some third and fourth order cumulants we observed a phase lag in the advection of a traveling349

Taylor-Green vortex which could not be removed. Even though the method is still second order accurate, we found350

that the phase error is essentially independent of the magnitude of the velocity at fixed Reynolds number. Hence the351

error can only be reduced by refining the grid, which is very expensive. After removing all other leading errors from352

the advection, this phase lag is the dominant and hence most painful error. With the three proposed new methods it353

is possible to eliminate this phase lag. We demonstrate this below by simulating the traveling Taylor-Green vortex.354

In addition we simulate a traveling double shear wave. In both cases the background velocity is aligned with a grid355

axis. This is done here mainly for practical reasons as the phase lag can be more easily measured if the flow returns356

to its original position. Note that, the original D3Q27 cumulant model already removed all leading errors in Galilean357

invariance up to the ones where the velocity and the derivative directions are aligned with the same Cardinal lattice358

directions. We will hence probe Galilean invariance with respect to flow along the Cardinal directions.359

For all test cases below it should be kept in mind that, due to the BCC lattice structure, the RD3Q27 simulations360

contain twice as many nodes as the D3Q27 and D3Q33 simulations at the same resolution.361

8.1. Traveling Taylor-Green vortex362

The numerical setup for the decaying Taylor-Green vortex is taken from [6]. We initialize a vortex on a plain363

rectangular domain. The initial conditions are:364

u(0) = u0L0/L + UL0/L sin(2πx/L) cos(4πz/(3L)),
v(0) = 0,
w(0) = −3/2UL0/L cos(2πx/L) sin(4πz/(3L)),

ρ(0) =

1 − 3U2L2
0

16L2 (9 cos(4πx/L) + 4 cos(8πz/(3L)))
 . (76)

The reference length is L0 = 32∆x and the grid length L is varied from 32∆x to 128∆x to measure the asymptotic365

behavior of the phase shift. Two different velocities are used: a fast set with U = 0.00390625∆x/∆t and u0 = 0.1∆x/∆t366

and a slow velocity with U = 0.000390625∆x/∆t and u0 = 0.01∆x/∆t. By varying L the velocity amplitude and367

advection velocity in Eq. (76) is scaled. The test case hence uses diffusive scaling.368

We test five different models: the original cumulant lattice Boltzmann model on the D3Q27 lattice, the cumulant369

lattice Boltzmann model on the D3Q33 lattice, the hybrid cumulant lattice Boltzmann model on the D3Q27F3 lattice,370

and the cumulant lattice Boltzmann model on a body centered cubic lattice RD3Q27 with θ = 1/5 and θ = 1/6.371

The advection velocity is chosen such that the vortex should return to its initial position after time L2/(L0u0). We372

call this time the overflow period. By taking a Fourier transform of the velocity field at discrete time steps separated373

by the overflow period and selecting the wave number of the vortex we can measure the phase lag ∆φ of the vortex.374

To improve the accuracy of the measurement and allow the initial transient to die out we use linear regression of the375

fifth to eight overflow periods. In the high velocity case it was observed by looking at the time series that the initial376

transient had not disappeared after five turnovers such that the measurement window was shifted to a later time. The377

results are reported in Fig. 3 for the high advection velocity and in Fig. 4 for the low velocity.378

In agreement with our predictions, the D3Q27 and the RD3Q271/5 model with θ = 1/5 show strictly second order379

convergence while all other models show fourth order convergence for the phase shift of the traveling Taylor-Green380

vortex. The fourth order convergence is more clearly seen in the low velocity case than in the high velocity case381

which is in accordance with asymptotic theory. While the RD3Q271/6 (θ = 1/6) model gives the lowest phase shift of382

all models at the highest viscosity for the low advection velocity, the method is found to be stable only for viscosity383

ν = 10−2∆x2/∆t. In all other cases the method crashed. It is interesting to see that the hybrid D3Q27F3 method384

is slightly more accurate than the monolithic D3Q33 method. Both methods share the same number of degrees of385

freedom but the stencil of the D3Q27F3 method is more compact as seen in Fig. 2.386
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As for the second order accurate methods, it is of note that the RD3Q271/5 model with the reference temperature387

proposed by Namburi et al. [8] is stable and has a noticeable lower phase error than the Cartesian D3Q27 method.388

One important observation from the comparison of the phase lag in the high (Fig. 3) and low (Fig. 4) velocity389

case is that there is no significant difference in the phase error between different velocities. This implies that the390

phase error cannot be reduced by choosing a smaller Mach number or, equivalently, by choosing a shorter time step.391

Making the time step shorter reduces the accumulation of errors by the same amount as it increases the number of392

time steps required to reach a given physical time. The error can be reduced by spending more resolution in space but393

it cannot be removed by spending more resolution in time. This makes the phase error a numerically very expensive394

error which also justifies the introduction of more degrees of freedom in order to remove it.395

8.2. Double shear wave396

As for the second order accurate methods, in the last section the RD3Q271/5 method appears to show a consider-397

able improvement over the standard D3Q27 method. This is even true if we take into account that the computational398

cost of the RD3Q27 simulations are twice as high as for the D3Q27 simulations at the same resolution. However, the399

apparent superiority of the the RD3Q271/5 method is due to the considered test case and we add here another test in400

order to show that this might be misleading. In [6] we showed that the standard cumulant lattice Boltzmann method on401

a Cartesian grid obtains fourth order accuracy for axis alined traveling double shear waves. The setup is very similar402

to that of the planar traveling Taylor-Green vortex. The initial conditions are given by:403

u(0) = u0L0/L,

v(0) = VL0/L sin(2πx/L) sin(4πz/(3L)),
w(0) = 0,
ρ(0) = 1. (77)

Here V is the amplitude of the wave and it takes the same values as U in the case of the traveling Taylor-Green404

vortex test. The measurement principle of the phase delay ∆φ per overflow period is the same as in the previous405

example. Results are shown in Fig. 5 (fast) and Fig. 6 (slow). The cumulant lattice Boltzmann method on Cartesian406

grids does not require any corrections to obtain fourth order accuracy in that case. This is seen from the fact that all407

terms of the type u∂xxu are zero in the case of the double shear wave. It is hence expected that the D3Q27, the D3Q33408

and the D3Q27F3 show basically identical results in regard of phase shift. This is also confirmed by the results of409

Fig. 5 and Fig. 6. However, for the D3Q33 we observe the expected behavior only at high enough viscosity. The410

D3Q33 method becomes unstable for viscosity ν = 10−3∆x2/∆t and smaller. The D3Q27F3 method remains stable in411

the entire measurement range.412

There is also a significant difference between the results for the RD3Q271/5 and the RD3Q271/6 method. Only413

with the optimized temperature is the advection of the body centered cubic method fourth order accurate. With the414

reference temperature proposed by Namburi et al. [8] the phase lag of the traveling shear wave test case is very similar415

to the one measured with the Taylor-Green vortex test. This behavior is explained through Eq. (56). The fourth order416

cumulant c310 is only sufficiently Galilean invariant for θ = 1/6. This is due to the aliasing structure of the RD3Q27417

lattice that does not support c310 as an independent degree of freedom. A similar condition holds for the D3Q27 and418

the D3Q33 models with Eq. (51) where θ must be 1/3 in order to obtain the asymptotically correct value for c310.419

Fortunately for these Cartesian models, the standard value of θ is already θ = 1/3 such that the cumulant c310 turns420

out to be correct by default.421

Everything would be fine for the body centered cubic lattice if the model was sufficiently stable for θ = 1/6, but422

unfortunately, this does not seem to be the case. Also for the double shear wave test, the RD3Q271/6 method is only423

stable for viscosities too high to be of practical interest.424

9. Conclusions425

The phase lag in the advection of vortexes in the cumulant lattice Boltzmann model on Cartesian grids is one of its426

dominant remaining defects. Albeit it is important to note that drastically more severe defects exist in the majority of427
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all lattice Boltzmann models that relay on Taylor expanded equilibrium distribution functions instead of cumulants,428

for extending the lattice Boltzmann model to fourth order accuracy the phase lag is a significant obstacle. This study429

was originally inspired by our hope that the increased isotropy of the body centered cubic lattice would offer an430

inexpensive solution to the phase lag problem. While our study showed that this is in principle true and fourth order431

accuracy of the advection can be obtained with the RD3Q27 lattice, it turned out that this was only possible under432

unfavorable conditions. Fourth order accuracy of the advection is obtained if and only if the reference temperature is433

fixed to θ = 1/6 which completely depletes the populations from one of the energy shells. The respective distributions434

fluctuate around zero and this is found to decrease the stability range of the model in an unacceptable manner. One435

might say that even though the body centered cubic model succeeded in a theoretical way it failed in a practical way.436

As alternatives to the body centered cubic model we proposed two models on Cartesian grids that solve the phase437

shift problem by using more degrees of freedom. Each of the two models added six populations to the original D3Q27438

model such that they have comparable computational cost. The monolithic D3Q33 model suffers from a similar illness439

as the RD3Q27 model as the application of the reference temperature required for fourth order accuracy depletes an440

energy shell. While the D3Q33 method has better stability properties than the RD3Q27 model with θ = 1/6 it still441

suffers from instability in the shear wave example.442

It is quite interesting that the hybrid model that repairs the defects of the original D3Q27 lattice through finite443

differences showed slightly better results in terms of phase lag than the D3Q33 model. From the proposed models,444

only the D3Q27F3 model showed satisfactory results with respect to stability. It is also important to note that, among445

all tested models, the D3Q27F3 model is the only one that can easily be reduced to the D3Q27 by a limiter without446

interfering with conservation laws. That is to say, the corrections involving second derivatives in the D3Q27F3 method447

could be set to zero in harsh conditions where they might impose a stability risk. Albeit we do not investigate this448

point in the current paper, it appears to us that controlability of the correction might be an advantage when the method449

is applied to complex engineering problems.450

In addition to the practical result of obtaining several lattice Boltzmann models with fourth order Galilean invari-451

ance, the current study is also a success of the theory of cumulants in the context of lattice Boltzmann modeling. As we452

pointed out, a rigorous derivation of fourth order accuracy requires an asymptotic expansion of the lattice Boltzmann453

equation up to at least fifth order in diffusive scaling. Such an expansion would be extremely tedious and the results454

would be difficult to interpret. Cumulants offer a drastic shortcut in the derivation as shown in this paper. We used455

only the structure of the expansion to determine to which order in diffusive scaling the cumulants of the successive456

orders have to be matched in order to obtain a given level of accuracy. With this knowledge we could simply propose457

that a method setting the countable cumulants up to the determined order to zero must result in the prescribed order458

of Galilean invariance. This we find confirmed in our numerical tests.459

The current study is limited to accuracy of the advection. Albeit it was not used here, we found also a way to460

improve the diffusion to fourth order accuracy. Results on this have been published elsewhere [26, 27].461
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Appendix A. D3Q27F3 with consideration of bulk viscosity464

Eq. (72)-(74) are derived under neglect of the bulk viscosity for simplicity. In order to take the bulk viscosity465

into account we have to consider the actual collision operator, which is listed in Section 4 of [6]. Note that there the466

collision operator is written in terms of cumulants times density. We define:467

Cabc = ρcabc. (A.1)

Further as detailed in [6], the shear viscosity is adjusted through ω1 and the bulk viscosity is adjusted through468

ω2. In order to incorporate the correction terms under consideration of the bulk viscosity into the standard cumulant469

method the reader is advised to start from the method given in section 4 of [6] and there to replace Eq. (61)-(63) by470

the following corrected form:471
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C∗200 −C∗020 = (1 − ω1)(C200 −C020) − 3ρ
(
1 −

ω1

2

)
(u2∂xu − v2∂yv)

+ρω1

2 (
1
ω1
−

1
2

)2

−
1
6

 ((∂xu)2 + u∂xxu − (∂yv)2 − v∂yyv), (A.2)

C∗200 −C∗002 = (1 − ω1)(C200 −C002) − 3ρ
(
1 −

ω1

2

)
(u2∂xu − w2∂zw)

+ρω1

2 (
1
ω1
−

1
2

)2

−
1
6

 ((∂xu)2 + u∂xxu − (∂zw)2 − w∂zzw), (A.3)

C∗200 + C∗020 + C∗002 = κ000ω2 + (1 − ω2)(C200 + C020 + C002)

−3ρ
(
1 −

ω2

2

)
(u2∂xu + v2∂yv + w2∂zw)

+ρ
6 − 3(ω1 + ω2) + ω1ω2

3ω1
((∂xu)2 + u∂xxu + (∂yv)2 + v∂yyv + (∂zw)2 + w∂zzw). (A.4)
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Figure 3: Phase error ∆φ for the traveling Taylor-Green vortex with advection velocity u = 0.1∆x/∆tL0/L. The domain length is L =

{32, 48, 64, 96, 128}∆x. The phase error is the difference in phase measured in radiant acquired after one turnover circle. The different sub figures
show four different viscosities. Due to the different arrangement of nodes on the RD3Q27 lattice compared to the D3Q27 lattice, all simulations
on the RD3Q27 lattice contain twice as many points as the D3Q27 and the D3Q33 lattice at the same resolution. This should be taken into account
when comparing the errors. It is seen that the Cartesian D3Q27 and the body centered cubic RD3Q271/5 with θ = 1/5 are only second order
accurate while the other models obtain fourth order accuracy. The RD3Q271/6 method is stable only for the viscosity ν = 10−2∆x2/∆t. It crashed
for all other cases. In general, the error appears not to be a strong function of viscosity. The kink of the results for D3Q33 in sub figure (b) is due
to a change of sign in the error between L = 48∆x and L = 64∆x.
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Figure 4: Phase error for the traveling Taylor-Green vortex as in Fig. 3 but with advection velocity u = 0.01∆x/∆tL0/L. By comparing with Fig.
3 it becomes obvious that the error is almost independent from the advection velocity for the second order accurate models. Note that a ten times
smaller advection velocity also means that the turn around time contains ten times more time steps. The fourth order accurate models follow the
theory more closely for the small velocity than for the high velocity while there is no drastic difference in the magnitude of the errors between the
different velocities. The RD3Q271/6 is again only stable for the highest viscosity. Lowering the velocity does not seem to improve its stability in
this case. The kink in the result for RD3Q271/6 in sub figure (a) is due to a change in sign of the error between L = 96∆x and L = 128∆x.
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Figure 5: Phase error for the traveling double shear wave with advection velocity u = 0.1∆x/∆tL0/L. It is seen that even the Cartesian D3Q27
cumulant method is fourth order accurate in this case. The RD3Q271/5 is only second order accurate with the magnitude of the error being very
similar to the phase shift in the Taylor-Green vortex case. Again, the RD3Q271/6 is fourth order accurate for the highest viscosity but unstable
for the three lower viscosities. The D3Q33 shows mixed results. At the highest viscosity it behaves almost identical to the D3Q27 and D3Q27F3
method but it becomes unstable for the lower viscosities.
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Figure 6: Phase error for the traveling double shear wave as in Fig. 5 but with advection velocity u0 = 0.01∆x/∆tL0/L. The results are consistent
with the results obtained at the higher velocity. It is of note that reducing the velocity by a factor of ten does not improve the poor stability of the
RD3Q271/6 and the D3Q33 method significantly. As in the traveling Taylor-Green vortex, the magnitude of the phase shift error is not a strong
function of viscosity.
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Figure 7: ToBeRemoved

22

View publication statsView publication stats

https://www.researchgate.net/publication/322828455

	Introduction
	Crystallographic lattice Boltzmann models
	Recursive asymptotic analysis
	Cumulants
	Galilean invariance
	D3Q27 lattice
	RD3Q27 lattice
	D3Q33 lattice
	Implications of the optimality condition

	D3Q27F3 model
	Implementation
	Numerical tests
	Traveling Taylor-Green vortex
	Double shear wave

	Conclusions
	D3Q27F3 with consideration of bulk viscosity

